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Abstract

Computer systems that observe user behavior in order to detect malfunctions
and respond to them are mostly unexplored from a scienti�c point of view un-
til now. However, they may hold much potential to improve human-computer
interaction. This thesis proposes a reference model for such systems. It de-
scribes common computer problems and their symptoms, reactions by the
users and ways to respond to such problems on system side. Taxonomies cov-
ering common use-cases are provided and both psychological and technical
aspects are covered.
In order to show the e�ectiveness of behavior-based malfunction response,
three systems were implemented: the Microphone Helper assists the user in
con�guring the microphone. The Mouse Helper recognizes confused user be-
havior in situations of mouse cursor freezes. The �Frustration 2.0� project
tries to prevent user frustration when encountering buggy JavaScript-based
websites and provides the manufacturer of the website with diagnostic infor-
mation. The �rst two projects were evaluated empirically in user studies: the
detection rate and the time gains were measured and the opinions of the users
about such systems were analyzed. The results indicate that behavior-based
malfunction response can be helpful in many cases, but they also show speci�c
problems that have to be considered when designing such systems.

Zusammenfassung

Computer-Systeme, die das Benutzerverhalten beobachten, um eigenes
Fehlverhalten festzustellen und darauf zu reagieren, sind bislang wis-
senschaftlich weitgehend unerforscht, obwohl sie die Mensch-Maschine-
Interaktion möglicherweise deutlich verbessern könnten. Um wei�tere
Forschung anzustoÿen, schlägt diese Arbeit daher ein Referenzmo�dell für
solche Systeme vor und beschreibt häu�g auftretende Fehler in Computern
und deren Symptome, häu�ge Benutzerreaktionen und Möglichkeiten, seitens
des Systems darauf zu reagieren. Klassi�kationen für verschiedene Anwen-
dungsfälle werden vorgestellt und sowohl psycho�logische als auch technische
Aspekte des Themas werden beleuchtet.
Um die E�ektivität von verhaltensbasierter Fehlerbehandlung zu zeigen, wur-
den drei Systeme implementiert: der �Microphone Helper� unterstützt den
Benutzer bei der Kon�guration des Mikrofons, der �Mouse Helper� erkennt
im Falle eines hängenden Mauscursors typische Verhaltensweisen des Nutzers,
und das Projekt �Frustration 2.0� versucht bei fehlerhaften JavaScript-
basierten Webseiten eventuelle Frustration des Nutzers zu verhindern und
den Hersteller der Seite mit Problemberichten zu unterstützen. Die ersten bei-
den Projekte wurden empirisch durch Benutzerstudien evaluiert: die Erken-
nungsrate und die gewonnene Zeit wurden gemessen und die Benutzer nach
ihren Meinungen zu solchen Systemen befragt. Die Ergebnisse weisen darauf
hin, dass verhaltensbasierte Fehlerbehandlung in vielen Fällen hilfreich sein
kann, es aber auch spezielle Probleme gibt, die beim Design solcher Systeme
bedacht werden müssen.
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1 Introduction

1.1 Computers and errors

In the last couple of years, both stability and usability of computer systems have come a long way.
Whereas the infamous �Blue Screen of Death� is still well-known as a symbol for computer crashes,
the results of a pre-study for this thesis suggest that the real thing is hardly seen anymore. The
disillusioning fact is, however, that even with less of those fatal errors, working with computers
still can be annoying and frustrating, as many non-fatal malfunctions keep appearing.
While reducing the amount of errors in computer programs, making the hardware more reliable,

and paying more attention on usability certainly is the most important way of dealing with
problems beforehand, it is unlikely that a �perfect� computer system is going to come along in
the foreseeable future, and we will have to live with a certain amount of malfunctions for the
time being. Several arguments are supporting this assumption:

� Computer systems are designed by humans and humans just do make mistakes.

� No hardware being used for computer systems is perfectly reliable.

� Some technologies have inherent limitations. As a very obvious example, all battery-
powered devices will stop working if they are not recharged.1

� Some systems have intended restrictions or purposely confusing behavior set upon them.
For example, until recent events2, it was a deliberate decision not to have mobile phones
reception in Munich's subways, due to concerns about disturbances and radiation3. Nev-
ertheless, from the perspective of a user who is talking on the phone while walking into
the station, the forced termination of the call when losing the signal can be seen as a
malfunction of the system.

� For some situations, the only distinction between �working perfectly� and �working in an
unintended way� is the expectation of the user towards the system. If the laptop screen
remains blank after switching it on (reason: it is switched to �TV-Out only�), this can be
exactly what the user wants - but it can also be really irritating for the user, making it a
�perceived malfunctioning�.

1.2 Behavior-based malfunction response

So not only will malfunctions continue to happen; sometimes it is also di�cult to impossible for a
computer system to decide on its own, if its current behavior is being perceived as malfunctioning
or not. If a computer system is supposed to react on such malfunctions and help the user, while
avoiding �false alarms�, it is helpful to know what the users thinks about the current situation.
While it is, from a technical and ethical point of view, mostly impossible to observe the user's
thoughts, it is possible to watch certain artifacts of his behavior and draw conclusions out of it.
The basic question of this thesis therefore is: as malfunctions will always occur and can not

always be recognized as such by the system alone, how can knowledge about the user's behavior
help to decide if the system is malfunctioning and how to properly react to it?
There are many possible applications of taking the user's behavior for malfunction recognition

and response. In this thesis, three applications are covered in detail:

� The user wants to use the microphone of his computer. However, it is muted for recording
by an uncommon combination of mixer settings. While trying to �gure out the problem,
the user occasionally speaks, blows into or taps onto the microphone. The computer notices
that the user wants to use the microphone, and presents the correct setting to him.

1It might be up to discussion if an example that obvious can be seen as an actual malfunction. This thesis,
however, takes a rather broad view on the concept of �malfunction�.

2http://www.sueddeutsche.de/muenchen/artikel/499/152115/
3http://www.teltarif.de/arch/2007/kw28/s26561.html?page=2
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1 INTRODUCTION

� A stylish �Web 2.0�-site publishes a new version of a JavaScript-based drop-down-menu,
which is incompatible to the user's current browser. The user tries to open it by moving the
mouse cursor over the menu element and clicking on it, however nothing happens. Because
the browser cannot �x this problem, an information window appears, apologizing to the
user and providing the webmaster of this site with details about the occurred error.

� The mouse cursor freezes at one position or is jumping between several positions on the
screen. As a common response, the user rapidly moves around the mouse, like shaking it.
As this behavior is typical for error situations, the computer notices the malfunction and
reacts by reinitializing the mouse driver.

These applications serve as an example for the bene�t of behavior-based malfunction response
and are evaluated more in detail in this thesis. Whereas the bene�ts of such systems are mostly
unexplored yet, a couple of applications which could be seen in the light of this already do exist
besides the three mentioned before. To name two of them:

� When a program is frozen in the desktop system KDE and the user tries to quit the program
using the window manager KWin's commands, the system notices that the program can
not shut down normally anymore and therefore asks the user if it should kill the program
forcefully.

� A much more elaborate application is described by the US-patent 20070300174 by Microsoft
(�Monitoring group activities� [16]): in order to detect if the user currently is having
problems with the system, it monitors the task the user is currently working on, the
current performance and at least one physiological characteristic of the user (like heart
rate, galvanic skin response, brain signals or respiration rate).
The system automatically classi�es the kind of assistance the user needs, �nds another
user in the same work group who might have more experience with this speci�c task and
is currently available, and establishes communication between these two users. Monitoring
users to such an extent obviously raises question regarding privacy. To my knowledge, the
described technique is not included in any �nished product yet.

1.3 Terminology

Malfunction In the literature about computer problems, many terms are used more or less
synonymously to describe errors: �malfunction�, �error�, �problem�, �mismatch�, �failure�, and
so on. While there are subtle di�erences in the meaning of these terms, it is hard to �nd
distinct de�nitions. In �Errors in Working with O�ce Computers� [31], Zapf et al. mentioned
this problem and explained why they chose the term �error� over �problem� and �mismatch� -
however they had a strong focus on errors made by the user. The focus of this thesis lies more
on problems originating from the computer, therefore another term was preferable. An earlier
version of this thesis used the term �failure�. However, when it became clear, that many computer
problems this thesis deals with are rather small compared to total system failures, it was decided
to use the more general term �malfunction�, in the sense of �[to] fail to work normally�4.

As it depends on the user's expectation what �work normally� means, having a malfunction
does not necessarily mean that the computer system made a �mistake� from a technical point of
view. In such cases, the term �perceived malfunction� is frequently used in this thesis to stress
the dependence on the user's expectation.

Behavior-based malfunction response A short form of �system malfunction recognition and
response based on user behavior�. While some aspects (like the recognition) are not clear from
this short form, it refers to the same kind of system and just tries to make the the text easier to
read.

4http://www2.merriam-webster.com/cgi-bin/mwdictsn?va=malfunction
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1.4 Outline of this thesis

Rapid mouse movements This term refers to the speci�c kind of behavior that users make
when the mouse cursor freezes (as shown in Chapter 5.7.1): making short, hasty movements with
the mouse, like shaking it.

False alarm This term refers to a situation, in which the system believes it is in a malfunc-
tioning state and triggers error recovery, although it is not.

1.4 Outline of this thesis

The main contribution of this thesis lies in proposing a theoretical framework for incorporating
user behavior into the error recognition and response process. Surprisingly, to my best knowledge,
no such systematization existed yet.
This research topic borders to many other research �elds; related projects and articles are

shortly described in Chapter 2 of this thesis.
The basic model of the provided theoretical framework is explained in Chapter 3, before

covering di�erent aspects of it more in detail: Chapter 4 �rst shows an error taxonomy developed
by Zapf et al., then explains a qualitative survey conducted for this thesis to �nd the problems
that are annoying computer users nowadays, and a taxonomy of computer errors based on the
�ndings of this study.
Chapter 5 shows di�erent kinds of user reactions on computer problems. First, a classi�cation

of behavior based on the results of the survey is presented, before strategies user follow to recover
from errors are shown. Computer frustration is covered more in detail as well as aggressive
behavior towards computers. Adaption and superstitious behavior is shown and the results of
two small user-studies with speci�c applications in mind are presented.
The theoretical part is concluded by Chapter 6, which explains possibilities of system responses.

They are seen from two perspectives: �rst an activity-based perspective, providing a taxonomy
of actions that can be used for malfunction response, then a component-based perspective that
can be used to decide which component in the system is responsible for the malfunction response
for a given problem.
Chapter 7 explains the practical projects implemented and evaluated for this thesis. First, it

is explained why they were chosen and how they are di�erent from each other. The following
three sub-chapters describe the three projects: Chapter 7.2 the Microphone Helper, Chapter 7.3
the Mouse Helper, and Chapter 7.4 the �Frustration 2.0� project.
Finally, the results of the studies accompanying two of the projects are discussed in Chapter

7.5 and an overview over possible future research is provided in Chapter 8.
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2 Related Work

The most relevant �elds of research for this thesis are the ones dealing with the occurrence of
computer problems, with user frustration and aggressive behavior. Important works of these
�elds are presented in this chapter.

The research �eld about self-healing systems only appeared to be very relevant for this work on
the �rst sight. At closer look, hardly any �ndings about self-healing systems could be transferred
to behavior-based malfunction response. An exception makes the article �Self-Healing in Modern
Operating Systems� [28] by Shapiro; whereas the class of problems Shapiro talks about are much
more low-level than the problems this thesis deals with, the terminology of �error symptoms�,
�problems� and �diagnosis� in this thesis was chosen in reference to this article.

Before behavior-based malfunction response is implemented in commercial products, it will be
necessary to further analyze ethical implications of the user observation. For a�ective computing,
Reynold and Picard analyzed this problem in �A�ective Sensors, Privacy and Ethical Contracts�
[24] and proposed �ethical contracts� between the user and the computer, deciding which emotions
the computer is allowed to observe.

2.1 Computer problems

�User strategies in recovering from errors in man-machine systems� [12] examines the di�erent
processes of recovery that users follow when encountering an error. The errors can be either
mistakes (wrong plans) or slips (wrong actions) by the user. The basic steps are error detection,
error explanation and error correction. Referring to a classi�cation by Mo and Crouzet [18], the
goal of error recovery is either backward recovery, forward recovery or compensatory recovery.
Five groups of error recovery strategies are identi�ed: inner feedback, exploring system feedback,
external communication, planning behaviors and error informed strategies. Chapter 5.2 of this
thesis covers this framework more in detail.

�Error Recovery Representations in Interactive System Development� [10] proposes another
model of error recovery, with the dimensions �error additional cost�, �system state degradation�
and, optionally, �time�.

�Designing for error� [15] discusses how systems should react to errors induced by the user,
taking some Unix commands as (bad) examples. The main point of this article is that the
computer should not blame the user for erroneous input but itself for being unclear to understand,
and assist the user to �nd the solution.

In �Errors in working with o�ce computers� [31], Zapf et al. created and validated a general
taxonomy of errors that occur when working with computers: functional mismatches, usability
mismatches, ine�ciencies and interaction errors (referring to the interaction between humans).
Functional mismatches is the class most relevant to this thesis and can be further divided by
the result for the user: action repetition, interruption, detour and blockade. The taxonomy is
covered in Chapter 4.1 of this thesis. �Applying a Taxonomy of Error in Usability Testing� [8]
by Hyland and Vrazalic shows that this taxonomy provides a helpful framework for usability
testing, using a web application as an example.

Several studies have been conducted about the spread and frequency of computer error occur-
rence. Two studies involving Lazar, Bessiere and Shneiderman �gured out by empirical research
what applications created how many frustrating experiences and how much time was wasted for
error recovery. In �Determining Causes and Severity of End-User Frustration� [6], they found
that the applications causing the most frustration were web browsing, e-mail and word processing
and the time lost because of such experiences was around 38%. In the follow-up research paper
�User Frustration with Technology in the Workplace� [13], the authors elaborate more about
the e�ects of frustrating experiences and how well users know how to handle them. �Social and
Psychological In�uences on Computer User Frustration� [3] explains the aspects of computer
frustration from a more psychological perspective.
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2 RELATED WORK

2.2 Aggression, frustration, emotions

Aggressive behavior against computers, one of the possible outcomes of frustration, got attention
by several researchers. One of the most-cited studies is �Rage Against the Machine�, conducted
1999 in Britain in behalf of Compaq [19] 5. It states that verbal and physical abuse of computers
is a common phenomena.
One of the most exhaustive works in the �eld of �Computer Rage� is the thesis �Agression

gegen Computer� [4] by Brinks, outlining much of the research done on computer aggression and
contributing a model about factors of computer aggression. The correlation between computer
frustration and aggression were evaluated using an online survey. Some of her �ndings are shown
in Chapter 5.4 of this thesis.
The Laboratory for Automation Psychology of the University of Maryland is investigating

�Computer Rage� using an online survey 6. The results are presented on their website [21],
along with illustrations about this topic that are scienti�cally less valuable, but entertaining
nevertheless.
To reduce the frustration of the user, Picard explains in �Toward computers that recognize

and respond to user emotion� [22] possibilities of computers that are emotionally aware. �This
computer responds to user frustration� [11] by Klein et al. explores systems that actively sup-
port the user to manage and recover from negative emotional states. Several design guidelines
and strategies for agents providing active emotion support for frustrating situations are given.
Chapter 5.3.2 of this thesis shows some of their �ndings. A prototypical agent was implemented
and positive e�ects on the user's willingness to go on working with the computer were shown.
Much research is done about ways to measure the user's current emotional state. In his

master's thesis �The Sensing and Measurement of Frustration with Computers� [23], Reynolds
shows di�erent ways to sense frustration of the user. He di�erentiates between active sensors that
users are actively interacting with (Voodoo Doll, Thumbs Up) and passive sensors that detect
the user's mood without being used explicitly (PressureMouse, Yelling Detector). Some of these
sensors are described in Chapter 5.3.2 of this thesis.
The thesis �Automatische Emotionserkennung aus sprachlicher und manueller Interaktion� [27]

by Schuller categorizes emotions and goes into great detail about recognizing them by feature
extraction and pattern matching of acoustic and linguistic signals, and of manual inputs like
mouse cursor movements.
Mentis and Gay [17] demonstrated that pressure on a touch pad can be used to detect negative

a�ect of the user. By �Frustrating the User On Purpose� [26], by purposely adding emulated
errors into a time-critical game, Scheirer et al. measured several physiological signals of users
in frustrating situations. A similar study is �Frustrating Computer Users Increases Exposure
to Physical Factors� [9], showing several physical symptoms of users (pressure onto the mouse,
muscle activity) when encountering frustrating situations.

5The original paper is not to be found online anymore, therefore a summary of MORI, the company which
conducted the study, is used as secondary source.

6http://lap.umd.edu/computer_rage/
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3 Basic model

As stated in the introduction, there exists no theoretical framework yet on how to incorporate
user behavior into the process of malfunction recognition and response. Therefore, an initial
model trying to systematize the components and possibilities of behavior-based malfunction
response was developed for this thesis. It is illustrated in Figure 3.1.

The model consists of several components which are introduced brie�y in this chapter, before
going more into detail in the Chapters 4 to 6.

Figure 3.1: The basic model of behavior-based malfunction response, developed for this thesis.

3.1 Problems and error symptoms

Most works about computer errors mentioned in Chapter 2.1 do not di�erentiate between the
actual problem and the symptom caused by it. As this thesis also takes a technical approach to
this topic, it seems to be necessary to make a distinction between these two aspects.

The di�erence can be explained most easily by an example: the mouse plug accidentally slips
out of the port. The user does not notice it, but sees that the cursor is not moving along the
mouse's movement anymore. In that case, the plug not being connected anymore is the problem,
while the cursor not moving is the symptom. Therefore, a symptom is how a problem presents
itself to the user.

A problem can lead to several symptoms, and, more important, di�erent kinds of problems
can lead to the same symptom. At �rst glance, also driver problems, a complete system crash, or
some serious hardware damage inside the mouse could lead to the same symptom as the slipped
out cable at �rst sight.

In situations where the underlying problem is more obvious to the user, it is not as important
to make this distinction.

Problems can be in di�erent components of the whole system: The basic hardware (the set
of hardware components absolutely for the computer to run), peripheral devices, the operat-
ing system, running applications, and the documents (for example a malformed documents or
inconsistencies between the document and the application).
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3 BASIC MODEL

3.2 User reactions

User reactions are triggered by the error symptoms (not the problem). The reaction by the
user can be roughly be divided into inner and outer reaction; the best known inner reaction is
frustration, other reactions comprise confusion, adaption, withdrawal and superstition. Outer
reactions cover aggressive behavior, active problem solving (or at least trying to do so), and
behavioral and physical artifacts of inner reactions (physical reactions to frustration, behavior
shown only due to the inner confusion).

3.3 Observation

Observation units are monitoring the current system state and the user behavior. Many problems
can be observed directly by the operating system; this is already done extensively in modern
operating systems (for example observing the network status, some printer malfunctions and so
on). Also some problem symptoms can be observed by the system, mostly using some sort of
watchdog component (periodically checking if a certain program is responding properly; failing
to respond is a symptom, the underlying problem could be some programming error).
While a lot of work has been done making computing more reliable by detecting errors through

means of these two observation channels, this thesis concentrates on cases in which the user
behavior is an additional source of information. Observing the user can be done by various
means, from analyzing keystrokes and mouse movements, over microphones and video cameras,
to measuring skin conductivity and heart beating rate.

3.4 Diagnosis

Based on the data provided by the observation, a diagnosis about the current system state is
made. The �rst and most important decision to make is if there is an malfunction at all. If
nothing indicates a malfunction, the operation continues as normal. If there is clear evidence for
a malfunction, for example when a problem can be observed directly by the system, the system
can immediately start to respond accordingly. However, if it is not clear to the system if there
is a malfunction, it has to weight all information available (notably information about the user's
behavior), and either make an elaborate guess or actively ask the user for more feedback.
In case there actually is a malfunction, the system has to decide on an appropriate error

handling routine. In the examples presented in this thesis, the decision how to react on a
malfunction is done according to pre-de�ned rules. It is up to further research to decide if there
is a way to deduce the appropriate system responses (semi-)automatically; a prerequisite for this
would be, in my opinion, to have an elaborate formalization of the possible malfunctions and
responses. The taxonomies presented in this thesis could be a �rst step to such a formalization,
but are by far not elaborate enough yet.

3.5 Error response by the system

The possible responses by the system can be divided into four categories, characterized by the
components of the overall system they are targeting at:

� If the problem is known and the system knows how to solve it, obviously it should solve it.
This is especially easy if the problem is just a wrong system setting.

� If the system only knows about the error symptoms or there is no way to solve the actual
problem, it can try to reduce the symptoms, do some damage control or recovery.

� Feedback to the user is a very important way of responding to malfunctions - especially in
the scope of this thesis, where it is likely that the user has already noticed the malfunction,
as the error detection is based on his behavior. In uncertain situations, the system can ask
the user for feedback. If something in the system is changed in the course of error recovery,
the user should be informed about it. The system can and should apologize to the user
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3.5 Error response by the system

for errors, and maybe give him chances to vent his frustration. If the problem can only
be solved by the user himself, the system should help him doing so. If the malfunction is
unavoidable, the system might explain to the user, why it is unavoidable.

� Feedback to the manufacturer of a faulty component can be a way of letting him know that
a certain problem exists. In some cases, feedback by the system can be more accurate than
feedback (using web forms, e-mail or telephone) by the user, as the system might know
more about the actual problem, while the user mainly sees the symptoms.

9
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4 Problems and symptoms

This chapter �rst explains an existing taxonomy of errors. A survey for this thesis is presented,
followed by a classi�cation of problem sources proposed by this thesis.

4.1 Problem taxonomy by Zapf

A general classi�cation of errors that can occur when working with computer systems was created
by Zapf et al. in �Errors in Working with O�ce Computers� [31]. The categories are illustrated
in Figure 4.1.

Figure 4.1: Overview of error categories by Zapf et al. [31]

The errors are divided into four classes:

Functional mismatches
Functional mismatches occur if the system does not have the functionality the user expects

it to have or if the functionality is erroneous. For the user, this can have four consequences:

� Action repetition. The user has to do some work again due to data loss.

� Interruption. The user has to perform another task before he can continue doing what
he was about to do before.

� Detour. The user can still reach the original goal, but has to take another path than
originally thought.

� Blockade. The user cannot �nish the task he wanted to do and has to give up or change
his goal.

Usability mismatches
In the context of this taxonomy, usability mismatches are errors made by the user. They are

further subdivided two-dimensionally by the level of action regulation and the steps in the action
process. In the axis of action regulation, the intellectual level of regulation refers to the high-
level planning stage to reach a certain goal. Flexible action patterns refer to �ready-made action
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4 PROBLEMS AND SYMPTOMS

programs available in memory� which are deployed by the strategy developed in the intellectual
level. The sensorimotor level refers to low-level, rather unconscious and automatic movements.
The steps in the action process are the planning stage, the monitoring stage and the feedback
stage.

The taxonomy of usability problems by Zapf et al. is shown in Table 4.1.

Goals /
Planning

Monitoring Feedback

Intellectual level of
regulation

Thought errors Memory errors Judgment errors

Level of �exible
action patterns

Habit errors Omission errors Recognition errors

Sensimotor level of
regulation

Sensimotor errors

Table 4.1: Types of usability mismatches in Zapf et al.'s error taxonomy.

Inefficiencies
Ine�cient behavior means that there actually is a faster way to reach the goal, but the user

does not take it. This can either be due to a lack of knowledge, or out of habit.

Interaction errors
Errors that occur as a result of the communication between individuals. Unclear task allo-

cations and a lack of coordination in the organization are given as examples.

4.2 User study

To get an initial understanding of which malfunctions are bothering users, two user studies were
conducted for this thesis: a web survey and personal in-depth interviews.

Both studies used a qualitative approach, as the goal was not to get quanti�able results, but
a broad overview about this topic. The in-depth interviews were chosen as an additional source
of information, as it was suspected that in the low-involvement situation of a web survey, users
tend to think only about the really big annoyances. The goal of the two in-depth interview was
therefore to �nd rather small and not-so-obvious problems the users are dealing with.

Due to the qualitative approach of the web-survey, mostly open questions using multi-row text
�elds were used, with rather general questions. The questionnaire was divided into four parts,
presented in the following order:

� Problems the user is encountering when dealing with computers. It was separately asked
for problems with hardware, software, the Internet and the operating system, and asked
for problems with the mobile phone.

� The user's reactions to such problems and aggressive behavior. To mask e�ects of social
desirability response set, the participants were asked to write down behavior observed at
third persons (friends and colleagues). The results of this part are presented in Chapter
5.1.

� The frequency of occurrence of some speci�c error situations. These questions were done
in multiple-choice style, so the results can be quanti�ed.

� A very limited amount of socio demographical information, including age and computer
experience.

12



4.3 A taxonomy for behavior-based malfunction response

The complete questionnaire is presented in Appendix A.1.

The survey was online from December 6th to December 10th of 2007. Altogether, 131 users
participated. Not every user answered every question. The self-reported average computer
experience was 3.46, on a 5-point Likert scale from 1 (�Beginner�) to 5 (�Expert�). The average
age was 19.7 years, 80% of the participants were female. 92% were using Windows as their
primary operating system.

The raw answers of the web survey, and the notes of the in-depth interviews are included in
the attached CD of this thesis.

The main tendencies found in the web survey are:7

� Only a few participants were complaining about complete system crashes. Notably many
user said they did not experience one at all in the last time. This tendency also was
con�rmed in the in-depth interviews.

� However, several participants mentioned system hangs when starting up or shutting down
the operating system and when resuming after putting the computer into sleeping mode.

� Most of the hardware problems origin from peripheral devices. Problems with the mouse
were mentioned most often (the cursor freezes or jumps around; the battery of a wireless
mouses gets empty). Because of the amount of mouse problems reported in this study, a
mouse-related system was chosen in Chapter 7.3 to evaluate the bene�t of behavior-based
malfunction response. Also keyboards and printers were often mentioned as the source of
problems.

� Several participants reported that their computer has problem recognizing new USB-
devices.

� Several problems with sudden network breakdowns were reported - mostly (but not exclu-
sively) regarding WLAN-connections.

� A wide range of problems and annoyances were reported for the Internet; sites that cannot
be found, loaded or displayed, misleading pop-up ads, plug-ins not working properly, and
browser-crashes.

� Being asked about problems with application software, virtually every user reported prob-
lems about one or another software - unlike the question for problems with hardware and
the operating system, where many users reported they had no problems at all. Most of the
problems are complete crashes or deadlocks of the application. The software reported most
often as a source for problems was the instant messaging program ICQ. O�ce programs
were reported relatively seldom, but that might be due to the young average age of the
participants.

� Not much was reported about problems with mobile phones; if something was reported at
all, then mostly complete crashes of the phone, where the users had to reboot the phone.

Based on these �ndings, one could come the the impression that now, that operating systems
gradually are becoming stable enough not to be the biggest source of computer frustration
anymore, malfunctions and design errors in application software are becoming more apparent.

4.3 A taxonomy for behavior-based malfunction response

Problems and their symptoms can be classi�ed according to the part of the whole computer
system where the problem lies in.

7The number of participants reporting a certain problem will not be given; a quantitative survey would be more
appropriate to get accurate numbers.
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4 PROBLEMS AND SYMPTOMS

In �Determine Causes and Severity of End-User Frustration� [6] and �User Frustration with
Technology in the Workspace� [13], the problems are categorized as follows: Internet, Appli-
cations, Operating System, Hardware and Other. Note that in the terms of this thesis, their
taxonomy is rather a taxonomy of error symptoms than a taxonomy of errors. Also, some of
the problems described in their taxonomy cannot be applied to this thesis (especially �typing
errors�, which cannot be seen as a system malfunction anymore, no matter how user-centric the
approach is).

The taxonomy used for this thesis is similar, but some changes are made to make the classi�-
cation more appropriate for the following recovery-process, as it re�ects the layers of the system
and therefore can be used to decide which part of the system has to deal with the error. This
layered system is illustrated by Figure 4.2.

Figure 4.2: The layers in a computer system in which malfunctions can occur.

4.3.1 Basic hardware

The part of the hardware that is absolutely necessary for the computer system to work in the
current con�guration. The CPU and the motherboard are (usually) necessary, also the system
drive, a graphics card and the power supply unit. Of course, redundant system design like
RAID make single hardware components dispensable, however they do not change the conceptual
reliance of a computer system on this kind of component - they just reduce the likelihood of
failure.

It should be pointed out that while some additional components like physics acceleration cards
surely are not necessary for a computer to work in general, once it is switched on with such a
card plugged in, one usually cannot remove it without endangering the system stability, and
potential hardware failures of this card can greatly a�ect the rest of the system. Also the famous
cleaning lady stumbling over the power cable would be an error in the basic hardware.

4.3.2 Operating system

This category includes the kernel, �le system, device drivers, user interface, and so on. Buggy
drivers of third parties seem to be a frequent source of problems, so depending on how well the
operating system can catch and handle errors produced by such drivers, they could be seen as a
separate category 8.

8This is not done in this thesis. To analyze if it is, for example, the fault of the operating system, the driver or
the actual device, if a USB-printer is not recognized properly, is beyond the scope of this thesis.
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4.3 A taxonomy for behavior-based malfunction response

4.3.3 Periphery

This category includes all physical malfunctions that are not fatal for the whole system. Jammed
printers and dropped WLAN-connections are two examples. From the system's point of view,
the keyboard, mouse and monitor are peripheral devices as well. However, as those devices are
usually essential for the human-computer interaction, malfunctions in these devices should be
treated with special attention.

4.3.4 Application

This category includes all malfunctions (programming errors, miscon�guration, etc.) originating
in the application the user is actually working with.

4.3.5 Document

Documents are information units loaded into the application the user is working with. Malfunc-
tions can occur because of malformed or otherwise erroneous documents, or because of active
contents 9.
It should be stated once more, that if a malfunction originates in a speci�c component, it does

not necessarily mean that this component has an error in the technical sense, as a wrong system
setting could be seen as an error by the user as well.
For malfunctions due to incompatibilities, it is rather hard to de�ne which component is �at

fault� - this can only be decided by the normative force of o�cial or de-facto-standards. In the
context of error recovery, it is usually the task of the lower layer (refer to Figure 4.2) to handle
incompatibilities.

9Although, in the case of active contents, the document could also be seen as part of the application-category.
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5 User reactions

Users respond to malfunctions in many di�erent ways. While behavioral reactions, being mea-
surable, are more important for behavior-based error response, it is also useful to know about
psychological e�ects that malfunctions have on the user, as they have to be considered when
designing the user feedback of the system. Both kinds of reactions are therefore covered in this
chapter.

Based on the results of the web-survey described in Chapter 4.2, four main classes of behavior
are identi�ed in Chapter 5.1. The problem-solving aspect is covered more in detail in Chapter
5.2, according to a taxonomy by Kontogiannis. Chapter 5.3 covers computer-frustration and how
to prevent it. The state of research regarding aggressive behavior towards computer system is
explained in Chapter 5.4. Chapters 5.5 and 5.6 cover adaption and superstition, before Chapter
5.7 concludes this part with two small user-studies conducted for this thesis.

5.1 Results of the web-survey

The web-survey asked three questions about how users react to malfunctions:

� �How strongly do such errors a�ect you and how do you react?� 10

� �What about your colleagues or friends?�

� �How do you react on such errors on the mobile phone?�

Retrospectively seen, the second question, trying to mask e�ects of social desirability response set,
did not provide much additional information, as most participants just told that their colleagues
reacted �the same way� as themselves. Only a few reported more aggressive behavior than for
themselves 11.

The reactions reported in the web-survey and the in-depth interviews can be classi�ed into
four categories: problem solving, aggressive behavior, searching for help and symptoms.

5.1.1 Problem solving

Solving it - or at least trying to - is of cause the most promising way of reacting to a problem.

The most common problem solving strategies (based on this survey) seem to be restarting-
operations; restarting the application, rebooting the system, switching the peripheral device o�
and on again. For mobile phones, some users reported an escalation hierarchy of restart: When
simple turning o� and on does not help, the battery is temporarily removed. If this does not
help either, the SIM-card is removed for a while.

In the context of removing the battery, a user reported to blow onto the battery before inserting
it again; as it is rather unlikely that this really solves the problem of the phone crashing, this
would be an example of superstitious behavior, which is explained in Chapter 5.6.

Kontogiannis developed a taxonomy of user strategies to recover from errors, which is explained
in Chapter 5.2.

5.1.2 Aggressive behavior

Examples mentioned in the survey are:

� Cursing (with a couple of exceptions, nearly everyone reported to curse at the computer
from time to time).

10All three questions are translated from German.
11This is coherent to the web-survey about computer aggression performed by Brinks [4]; after comparing the

self-reported values with the ones about the participant's colleagues, she also suspected that most participants
answered honestly.
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5 USER REACTIONS

� Hitting the keyboard, the mouse or the monitor. Peripheral devices seem to be a�ected
more frequently than the actual computer.

� Shaking a mobile phone, or throwing it.

� Gestures of vengeance against the programmers.

There are indicators that aggressive behavior towards the computer strongly depends on the
social context: some participants told that they were much more careful if other people are
around.
Aggressive behavior is covered more in detail in chapter 5.4.

5.1.3 Searching for help

If the users want to solve the problem but do not know yet how to (and rebooting did not help
either), they try to get help by various means:

� Searching in the Internet; typing the error message or a description into a search engine.

� Asking colleagues or friends.

� Calling the hotline, or the reparation-service.

� Reading the manual12.

5.1.4 Symptoms

Certain patterns of behavior are typical for certain error situations but can neither be seen as
aggressive, nor as problem solving, as they origin in the confusion or surprise of the user. This
includes:

� Rapid mouse movements when the cursor does not react anymore.

� Clicking random keys when the computer does not seem to react anymore.

� Repeating the command if the computer seems not to have �noticed� the command before.

� Rhythmical tapping with the �nger.

� Exclamations of surprise (like �Huh?� or �What's now?�)13, sighing.

� The most �geeky� symptomatic behavior reported was �an increased number of typing
errors�: the problem reported was that the P2P downloading-program Azureus used more
upload bandwidth than allowed, while the user was working remotely on a server using
SSH. The upload band with of Azureus (the problem) led to a very high network latency
of the SSH-connection (the error symptom), provoking many typing errors.

5.2 User strategies for problem solving

�User strategies in recovering from errors in man-machine systems� [12] by Kontogiannis provides
a comprehensive framework of strategies followed by users when encountering errors and how to
support them as a system designer. While this framework was designed with really safety-critical
use-cases in mind (like �ying an airplane or operating a nuclear power plant), it translates well
into everyday computer use.
Kontogiannis focuses rather on errors made by the user. Two types of user errors are di�eren-

tiated:

12A rather theoretical option. Actually, it was not mentioned even once by the participants of the survey.
13For such short exclamations, it would be exaggerated to talk of the anthropomorphisation mentioned in Chapter

5.6.1.
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5.2 User strategies for problem solving

� Slips occur at the execution stage of plans; the plan the user made was correct, however
he made an error when executing it.

� Mistakes are errors in the planning stage.

This di�erentiation appears to be a more coarse-grained variant of Zapf et al.'s taxonomy (see
Chapter 4.3) of usability problems, with slips being somewhat similar to sensorimotor errors.

Figure 5.1: A framework for the analysis of error handling processes, by Kontogiannis [12].

In the terminology of this work, �error recovery� refers to the whole process of error detection,
explanation and correction. The following �ve groups of recovery strategies therefore do not only
in�uence how the user responds to errors, but also how he detects them:

� Inner feedback: some errors are detected either by memory alone (for example, the user
forgot to do something and just remembers) or by action feedback (like by haptic feedback
when pressing a wrong key), without seeing the actual outcome of the action. For error
explanation and correction, users can just remember the right way of deduce it from their
prior knowledge.

� External communication: communicating with other people can both help to detect
a problem and to solve it. Kontogiannis' focus lies more on the detection of not-obvious
errors in complex situations by other team members (who need to have access to the work
of the user, pay attention to it and have some expectations and a perspective on it). For
error explanation and correction, users can ask friends, colleagues or computer experts how
to deal with the problem.

� Exploring system feedback: a common way for the user to detect errors is the feedback
by the system, like alert boxes, error sounds, blinking red lights or the wrong outcome of
the performed operation. The feedback is also commonly used for error explanation and
correction.

� Planning behaviors: active strategies planned before; for example, regular system checks
to detect errors, or emergency procedures.

� Error informed strategies: using experience gained in comparable situations and coping
with the frustration of the situation.

Error correction is done with one of these three corrective goals:

� Backward recovery: the system is brought back into the state it had before the error
happened.
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� Forward recovery: the system is brought into an intermediate stable state and the
original plan to reach the goal is altered.

� Compensatory recovery: redundant equipment is deployed, therefore the system is
brought into the originally intended state.

Kontogiannis' framework for the analysis of error handling processes is shown in Figure 5.1.

5.3 Frustration

There are several slightly di�erent de�nitions of the term �frustration� [13], for example �an
interference with the occurrence of an instigated goal-response at its proper time in the behavior
sequence� [7]. The common element of most de�nitions is that the user is hindered in reaching
a goal.

5.3.1 Computer frustration

According to Bessiere et al. [3], the level of frustration experienced by the user after encountering
a frustrating situation depends on several factors, like the importance of the goal, the severity of
the interruption and the current mood of the user. The Computer Frustration Model, which is
illustrated in Figure 5.2, divides these factors into two categories - Incident Factors and Individual
Factors.

Figure 5.2: The Computer Frustration Model by Bessiere et al. [3]

While frustration is an psychological response at �rst, it can lead to physiological and behav-
ioral changes.
Dennerlein et al. could show that �Frustrating Computers Users Increases Exposure to Physical

Factors� [9]. They produced a frustrating experience in a masked user study, using an error in a
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long web-based survey. The participants had to �ll out the survey, but right before the answers
could be sent, all inputs were deleted and the participants had to start over again. Dennerlein
et al. measured the muscle activity and the force applied to the side of the mouse during this
test and could show, that after this frustrating experience, both were signi�cantly increased for
many users14.

In �Frustrating the Users on Purpose� [26], Scheirer et al. showed that the skin conductivity
and blood volume pressure changed at their study's participants when being frustrated. Based
on these two symptoms, they built a mechanism that could distinguish between normal and
frustrated state of the user correctly in about 67% of all tests.

Mentis and Gay [17] showed that users using a touch pad on a laptop pressed signi�cantly
harder on the pad after being frustrated.

According to Bessiere et al. [3], frustration can lead to di�erent responses, which can be catego-
rized as adaptive 15 and maladaptive. Adaptive responses refer to constructive problem solving
strategies, whereas maladaptive responses are negative e�ects. Britt and Janus [5] categorize
maladaptive responses into objective and subjective responses.

Objective maladaptive responses are:

� Aggression - probably the most famous response to frustration. The connection between
them is discussed controversially. The Frustration-Aggression-Hypothesis by Dollard et
al. [7] suggested, that frustration is the base for every aggression. However, recent studies
relativised this mono causal connection; negative experiences like frustration are indeed one
possible cause for aggression, but neither are they the only possible cause, nor is aggression
the only e�ect they can lead to [20]. Barker and Dembo [1] claimed that frustration leads
to regression (immature behavior) in general, and aggression is just one form of it.

� Withdrawal, in the sense of avoiding the source of frustration.

� Resignation, when the users loses all motivation to pursue the original goal.

� Fixation: repeating the same behavior over and over again, or getting a narrowed view
on the problem. As an extreme example, Woods [30] found 16 in an analysis of simulated
nuclear emergencies, �that the most common cause of failure to detect errors was �xation
on the part of operators�.

Subjective maladaptive responses (according to Rosenzweig [25]) are:

� Extrapunitive response: the user blames someone else for the occurrence of the mal-
function.

� Intropunitive response: the user blames himself for it, feeling guilty.

� Impunitive response: the user does not blame anyone, but trivializes the problem.

5.3.2 Communicating frustration

Computers can not only be the source of frustration but also help the user with his emotion
regulation in order to reduce the level of frustration. Computers can provide active and passive
support for this [11]: for passive support, they are only used as a tool to regulate the mood -
for example by sur�ng on YouTube or playing an action game after a frustrating experience to
relieve stress. In this case, the computer does not become active on its own and the negative
feelings are not directly addressed.

14The users were divided into a high and a low response group according to their reactions; only the high response
group had signi�cant changes

15The concept of �adaptive response� in this context is not to be confused with the adaption to a problem being
mentioned in Chapter 5.5.

16According to Kontogiannis [12], p. 54.
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Active support, in contrast, directly addresses the negative feelings and is actively o�ered by
the computer. In �This computer responds to user frustration� [11], Klein et al. showed, that
active listening by the computer can signi�cantly increase the willingness of the user to go on
working (or, in their speci�c case, playing). Based on several other research studies, they put
together a list of design rules for agents performing active listening. The agent should...

� ...ask the user for his current emotional state in a timely fashion.

� ...allow the user to correct the feedback if the agent misjudged the emotion.

� ...make sure the user can express what he is really feeling.

� ...provide feedback on the emotions and express that the user's emotional state is valid.

� ...show sympathy and empathy towards the user.

Although the agent designed by Klein et al. was rather simple, as it was based on a simple
form with prede�ned possible inputs and a scripted behavior, it helped the users reducing their
frustration by following these guidelines.

Figure 5.3: The Frustrometer by Klein [23]. The users can communicate their level of frustration.

In his thesis �The Sensing and Measurement of Frustration with Computers� [23], Reynolds
analyzed di�erent ways of communicating one's frustration to the computer and showed that
users preferred some of them over simple web forms. He got the best results for the Frustrometer
(shown in Figure 5.3), where the users could communicate their level of frustration using a
slider. The users liked it better than the �SqueezeMouse�, where they had to indicate their level
of frustration by squeezing the mouse, as they found the slider easier to use.

5.4 Aggression

There are many di�erent studies regarding aggression against computers - many of them mainly
try to �gure out the extent of it, some others try to explain it or test theories about it empirically.
One of the earliest one getting bigger attention was �Rage Against the Machine� [19], conducted

1999 by Mori in behalf of Compaq 17. In a survey among 1250 workers in Britain, around three
quarter of the participants said that their colleagues are regularly swearing at their computer
and several have seen colleagues bullying their IT department as a result of errors. Among the
under 25 year olds, more than one out of six said, they felt like taking out their aggression on
someone or something else, and a quarter has seen peers kicking the PC. The study stresses
the impact on business, as two out of �ve participants said that computer problems made them

17The original study seems not to be online anymore, however the abstract from Mori's website is attached to
the CD accompanying this thesis.
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miss deadlines and one out of ten said that stress created by those problems has caused their
professional relationships to su�er. According to Brinks [4], this study also identi�es four �rage
types� of users:

� Abusive Annie: she shows her aggressions as soon as something goes wrong.

� Controlling Colin: he is afraid of computers, because he cannot control it. He avoids
the computer as much as possible and is supposed to be the rage type with the biggest
tendency towards destroying it completely.

� Analyzing Alan: he wastes time trying to �x the problem instead of calling the IT
department and blames IT afterwards if he misses deadlines as a result of it.

� Simmering Susan: she tends to see herself at fault and tries to suppress her aggressions
as long as possible.

In �Severity and Impact of Computer User Frustration� [14], 42% of the student and 58% of the
workplace users said they were �angry� at the computer after a frustrating experience.
Brinks [4] categorizes acts of computer-related aggressive behavior according to Nolting's tax-

onomy of aggressions [20]:

� Statements of displeasure: cursing at the computer.

� Aggressions of retribution: attacking and screaming at the computer as a reaction on
malfunctions.

� Aggressions of defense: unplugging it, switching it o� forcedly.

� Aggressions of attainment: threaten the system administrator in order to make him
work faster.

� Spontaneous acts of aggression: no speci�c kind of aggression, as it is just done out of
habit.

In her thesis �Aggression gegen Computer� [4], Brinks proposes a model for computer aggression
and tries to empirically verify it18. In course of this study, 340 participants were asked about
speci�c aggressive behavior. The results are shown in Table 5.1.

Did you ever... Percentage

...swear at your computer or a peripheral device? 61,8%

...damage a data medium on purpose? 23,5%

...damage the keyboard? 7,4%

...pull the cables so aggressively, that the plug or
connector got damaged?

4,4%

...throw the PC, monitor or other peripheral devices o�
the table or let them fall purposely?

1,5%

...throw around the mouse or knock it onto the table? 31,2%

...hit the display? 14,7%

...kick the computer-case? 14,7%

I never acted aggressively. 24,4%

Table 5.1: Aggressive behavior against computers; by Brinks [4]. Translated from German.

Some of the hypothesis about this model could not be proven in the procedure of Brink's
study; most notably, no signi�cant connection between the frustration and aggressive behavior

18A reduced version of it, for practical reasons.
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was found. She suspects this is because of suboptimal operationalization of the frustration (an
item in the survey, namely �All in all, I feel frustrated by my PC� 19). She also could not �nd
any signi�cant results regarding di�erences between men and women. However, younger persons
were indeed signi�cantly more aggressive towards computers than older people.

5.5 Adaption

If a malfunction happens more than once and the user cannot solve the problem, then he might
adapt to the problem. This means that he either just lives with the problem or �nds a way around
it. This is, however, not the same as solving the problem, and can in fact be counterproductive.
A very clear example of this was found in the in-depth interviews mentioned in Chapter 4.2.

An o�ce worker told, that in his department all PCs take ages (around 15 minutes) to boot up
every morning. While this has a technical reason - the documents of the PCs are backed up at the
beginning of each session - the delay is often perceived as a major annoyance and malfunction.
While the workers in the department cannot change this, many adapted to this problem in one
of these two ways:

� Going to drink an additional cup of co�ee in the morning after switching on the PC.

� Not switching o� the PC in the evening anymore, therefore circumventing the daily backup
routine.

It should be obvious that although the second way of adapting to this problem solves the perceived
malfunction, it greatly a�ects the safety of the whole system by preventing the backup routines
from running.

5.6 Superstition

While superstition regarding computers as a result of malfunctions seems to be hardly researched
yet, there seem to be some hints that this phenomena actually does exist.
Superstition in this context has two aspects: anthropomorphisation and an e�ect named

�placebo-based problem solving� in this thesis.

5.6.1 Anthropomorphisation

Anthropomorphisation refers to the believe that the computer has a will of its own. Although
most of the users probably know that computers are just tools, they sometimes act as if the
computer was alive. In a web-survey, Brinks [4] asked the users if they �sometimes have the feeling
that the PC is crashing purposely to provoke [them]� 20. 11% said �yes�. 28% claimed that they
�sometimes talked with their PC�. This kind of behavior (talking to PCs, giving them names)
can also be observed in other situations; it is up to further research to decide the signi�cance of
the in�uence of malfunctions onto anthropomorphisation.

5.6.2 Placebo-based problem solving

Sometimes, in response to malfunctions, actions are performed with the goal of solving the
problem, that do not have anything to do with the actual problem. For example, while writing
this thesis, a user was observed while having problems with the network: a website did not �nish
loading. As a reaction, she closed a word processing program running in the background and tried
to reload. The website indeed loaded correctly this time. While this was a mere coincidence21

and there seems to be no logical reason why closing a word processing program could help with

19Translated from German: �Alles in allem fühle ich mich von meinem PC frustriert�. Note that the German
term �Frustration� is more general than the original English term, as pointed out by Nolting [20].

20Translated from German.
21Some tests showed, that the website did not load correctly in about a third of all cases, without any recognizable

pattern.
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network connections, the user believed that �sometimes it seems to help�. While this is but an
unproven assumption, it seems, that facing random errors, learning process can occur, which can
be exaggeratedly compared to the famous �Superstition in the Pigeon�-experiment [29].

5.7 Pre-studies for the practical part

With two speci�c applications in mind (which are described more in detail in Chapter 7.2 and
7.3), user-studies were performed to get information about user reactions in two situations of
malfunctioning:

� The mouse cursor suddenly freezes, therefore does not move anymore according to the
physical movements of the mouse.

� The user wants to use the microphone, although it is muted. The user does not know it is
muted and tries to �gure out if it is a hardware error, the volume is too low or something
else.

5.7.1 Frozen mouse cursor

The reactions of users to this problem were observed using a fake user study about usability
of copy/paste handling on a KDE desktop. First, they were asked about their experience with
KDE. They were then asked to create a folder and move a given �le into it using any of the
possible cut- and paste-commands. 8 seconds after they started (the whole task usually takes
less than 20 seconds), a C-daemon running in the background grabbed the mouse cursor and
made the X-server discard all mouse input. The mouse cursor therefore appeared to be frozen.
Seven students participated at the user study. Immediately after the cursor started to freeze,

the following behavior was observed:

� Rapid mouse movements (all participants did it, however for di�erent periods of time).

� Lifting the mouse, rotating it a bit (3 participants, with an angle between 45° and 160°, to
see if the (optical) mouse still got power).

� Touching the light sensor (1 participant).

� Putting the mouse onto another surface (1 participant).

In the terms of Chapter 5.1, the �rst reaction (rapid mouse movements) could be seen as a
symptom out of confusion, the other reactions as problem solving. In the terms of Kontogiannis'
error recovery processes (Chapter 5.2), lifting the mouse would be part of the error explanation
process, putting the mouse onto another surface part of (attempted) error correction, and touch-
ing the light sensor probably something in between (the �rst case would be out of the scope of
this taxonomy).

5.7.2 Microphone configuration

The second study was done as an informal survey among six students. They were asked what
exactly they did when checking if a microphone was working at all or just adjusted as too quiet.
The reason for this survey was to �gure out the best design of an agent trying to detect this

speci�c kind of behavior (in the case that the microphone is muted and therefore malfunctioning
from the user's perspective). The assumption was that the common behavior is tapping onto
and blowing into the microphone, in order to check if these loud noises can be heard from the
loudspeakers. The recognition algorithm could have been optimized in a way to only recognize
these two kind of noises.
This assumption was falsi�ed during the survey; in fact, the most common action was to

normally speak into the microphone, most commonly �Test 1 2 3�, and either use a headset, or
look at a system control panel to see if the computer �sees� noises. Tapping onto the microphone
was mentioned by three participants, blowing into it by none at all.
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6 Malfunction response

How to respond to malfunctions properly strongly depends on the problem to hand. The possible
reactions can be classi�ed by two dimensions: the target of the response and the responsible
component in the system.

6.1 Response targets

The target of the system response can be one or more components of the middle column of Figure
3.1: the user, the error symptom, the problem and the manufacturer.

6.1.1 Solving the problem

If the system recognizes the actual problem and is able to solve it, it should do so and com-
municate it to the user. This is often possible if the problem is due to wrong system settings.
However, in many cases it is impossible, especially if the problem occurs because of programming
errors in the software, broken hardware or system inherent problems.
For example, the microphone helper project described in Chapter 7.2 solves the problem (the

microphone is muted) by adjusting the mixer settings.

6.1.2 Dealing with the symptoms

If the system cannot solve the problem, it can try to reduce the damage and bring the system
back into a stable state. Depending on the system design, this sometimes includes some amount
of data loss. Therefore, in most cases, there should be additional feedback to the user.
Watchdog timers, checking for deadlocks and system freezes, can be seen as part of this cat-

egory. They usually only check if a deadlock occurred, not why. As as response, they do not
solve the problem that lead to the deadlock, but only try to bring the system back into a de�ned,
running state.22

Another example is the crash recovery of the software package �Open O�ce� 23, whose crash
manager detects crashes of the software, provides feedback to the user and tries to recover the
documents being edited at the time of crash.
The mouse helper project described in Chapter 7.3 simulates a reinitialization of the mouse

driver that does not work correctly anymore. As this does not �x the actual problem (a pro-
gramming error or insu�cient error handling of the driver), this only cures the symptoms.

6.1.3 Communicating with the user

In almost every case, it will be necessary to communicate with the user. This can serve di�erent
purposes:

Keeping the user up to date
Informing the user about what is going on can be necessary for two reasons: from a psycho-

logical point of view, it seems to be important for the user to maintain the feeling of being in
control - users might feel threatened if the computer is doing too much on its own. On the other
side, knowing what is going on helps the user to make the right decisions.
As an extreme example for the second aspect: Kontogiannis [12] argues that an air crash

in 1990 happened, because the automatic safety logic masked away the commands of the crew
during an engine malfunction without giving them feedback about it, making them misjudge the
situation.
In the context of this thesis, which assumes that the user has already noticed the malfunction,

the user should be informed if the problem or at least the symptoms are handled, so he knows he

22Watchdog timers, however, do not rely on user behavior to detect malfunctions, and are therefore not in the
scope of this thesis.

23http://www.openoffice.org/
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6 MALFUNCTION RESPONSE

can continue to work. Of course, the technical level of detail of this feedback should be considered
carefully; while core dumps or blue screens of death certainly are a kind of feedback towards the
user, they are not of much help for the majority of users and might not prevent the users from
getting aggressive.

Asking the user
When detecting errors and deciding on responses, there is often a high level of uncertainty

involved. The two main questions are: Does the user actually see the current situation as a
malfunction? And does the found error response lead to a situation that the user perceives as
correct?

While the goals of this whole thesis is to help deciding these questions, up to this point
(having evaluated the system state and user behavior) there still might remain some doubts by
the system. In that case, the system can ask the user about his opinion. Before doing any drastic
corrective actions (like closing a program, changing system settings), this also should be done
for the reasons stated in the paragraph before.

Prompting the user to do something
The system's range of action is usually limited to operations on a software level and only a

handful of operations on a hardware level. However, many malfunctions origin from hardware
components that the system does not have any physical in�uence on.

For example, if the keyboard plug slipped out of the jack, the system cannot solve the problem
by itself. In such cases, it is up to the user to perform the corrective response. The system,
however, can give him advice what to do and how to do it.

Apologize
In case something really went wrong, the system should apologize to the user. Lewis and

Norman argue in �Designing for Error� [15], that this should be done even if an error was provoked
by the user, as it should be the computer's task to interpret what the user actually wanted to
do. In this context, the system can also give the user chances to vent his frustration (some
possibilities are shown in Chapter 5.3.2). The main goal of this is to reduce the stress created
within the user when encountering frustrating malfunctions.

For example, Klein et al. showed in �This computer responds to user frustration� [11], that
participants played a game with some intentional malfunctions signi�cantly longer if an agent
actively listened to the user, apologized for the malfunctions and showed some empathy.

Explain the situation
If there is nothing that can be done about the malfunction, the system might at least try

to explain, why it is that way. This is, again, to reduce the frustration created by malfunctions.

Two aspects about communicating with the users should be considered: On the one side, asking
the user too much and giving him too much information might be annoying for the user and
therefore lead to the opposite e�ect as originally intended. On the other side, when designing
the feedback, the situation the user is currently in, should be considered.

The second aspect was fatal in the �rst iteration of the microphone helper described in Chap-
ter 7.2: the users did not pay attention to the help wizard, as they were busy observing the
microphone at that time. The wizard therefore had to be made more �ashy than an ordinary
wizard, as the attention-getting e�ect of the window appearing was not e�ective in this case.

6.1.4 Giving feedback to the manufacturer

In cases where there is an error in a component of a system (document, application, operating
system or hardware), it might be helpful to make an error report to the manufacturer of this

28



6.2 Components in the system

component. This does not help the user in the short term, but makes appearing problems with
a product apparent to the manufacturer, and therefore helps to improve the product24.
For the manufacturer, system-generated problem-reports have one big advantage over reports

by the user: they can include a lot of technical background information that the system might
decide not to show the user by default (information provided by a core dump like shown in Figure
6.1 are of little use for the user, but can be a great help for the developers). In contrast, if the
user uses a �normal� way of getting in touch with the manufacturer (hotline, web form, etc.), the
description will be informal - rather oriented at the �error symptoms�, while a system generated
error report might reveal more about the underlying problem.
The �Windows Error Reporting� uses this kind of feedback, as an example.
Again, it is important to let the user be in control about what is happening; programs that

are �talking home� quietly are seen with a certain amount of suspicion.

Figure 6.1: A core dump is of little use for the user, but can provide useful information for the
developers.

6.2 Components in the system

Regarding the question which component is responsible for handling a malfunction, a layered
approach is proposed by this thesis. The layers are similar to the model used in Chapter 4.3
to describe the possible sources for problems. However, as there are problems the system can-
not solve on its own, especially hardware related problems, an additional layer for the user is
introduced. The layered system for malfunction response can be seen in Fig. 6.2.
Problems in a component can usually only be solved by the component itself, as solving a

problem needs much insight into the inner structure. Components usually also cannot do much
about malfunctions in lower layers - for example, applications cannot solve problems in the
operating system (except if the operating system explicitly allows this use case). So to respond
on a malfunction, only the component itself and the components below are involved. This idea is
expressed in Figure 6.3. Note that the error handlers and observers are not a real additional layer
between two components in the sense that all communication goes through them, but rather a
unit of its own that just knows both components and receives information from both, therefore
being something in between from a conceptual point of view.

24Provided that the manufacturer actually cares about the problem reports.

29



6 MALFUNCTION RESPONSE

Figure 6.2: Layers involved in malfunction response.

The following sub-chapters explain, what this means in detail in respect to the layers shown
in Figure 6.2.

Figure 6.3: Conceptual model of the malfunction response hierarchy.

6.2.1 Problems in the document

Documents (like websites or presentations) usually cannot do much introspective error handling
on their own, so the two possibilities are to handle the symptoms (trying to show the parts of the
document that are still intact; informing the user about it), and to inform the �manufacturer�,
the person who created the document.
For example, both is done in the Firefox-extension written for this thesis, which is explained in
Chapter 7.4. The extension makes the decision to start error handling based on JavaScript error-
messages provided by the Firefox error console (Application layer), mouse movements (reported
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by the Application layer) and the DOM-structure of the document (Document layer).

6.2.2 Problems in the application

If the problem is a wrong setting, the application has to adjust the settings itself. If there is a
(programming) error in the application, the application probably cannot handle it itself, so the
operating system has to perform symptom handling. Triggering the malfunction response can
be done by the application itself or the operating system (if the operating system notices that
the application is doing something strange).
For example, in another scenario of an erroneous microphone-con�guration, the application

might listen to the microphone device of the rear microphone jack, while the microphone as
actually plugged into the front one. The operating system might notice that a signal is coming
from one input, while the application is listening to another one. Based on this observation, the
application could be noti�ed to adjustment this setting.
Some applications like Open O�ce do a certain amount of crash recovery (symptom handling)

on their own; in that case, the component of the application which is responsible for crash
recovery could conceptually be seen as an addition layer between the main application and the
operating system.

6.2.3 Problems in the operating system

The error handling unit gets information from the operating system and the hardware. Again, if
the problem is a setting, the operating system can �x it on its own, while most bigger problems
like system crashes are more likely to be handled by some hardware components. However,
most modern operating systems heavily use a layered approach themselves, so a lot of symptom
handling is done by the operation system itself.
Both the microphone helper and the mouse helper fall into this category; the microphone

helper needs low-level access to the sound card (hardware layer) and the current sound settings
of the operating system and triggers problem solving by adjusting the operating system. The
mouse helper gets a signal about hasty movements from the mouse, inferring that the mouse
driver of the operating system is malfunctioning and consequently does symptom handling by
reinitializing the driver.

6.2.4 Problems in the hardware

Many problems with the hardware will have to be physically solved by the user himself (by
plugging in a cable, changing hardware components, resolving a paper jam in the printer, and
so on). Feedback to the user usually will be given using the operating system (the layer above),
but will be triggered by the hardware.
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7 Evaluation of practical projects

Chapters 3 to 6 explained on a rather high level of abstraction the necessary components and
concepts for behavior-based malfunction response. To �nd out if behavior can be used in prac-
tice to detect malfunctions, and if such systems have an actual advantage, three systems were
developed and two of them empirically evaluated.

7.1 Three different projects

The decision to design three smaller systems instead of one more complex one was made because
of the broad �eld of research to hand. While three systems are still not enough to be truly
representative for all possible applications, they cover di�erent typical use cases regarding the
type of malfunction, the role of the user reaction and the goal of the system response.

The types of malfunctions are:

� Microphone helper: A perceived malfunction in the layer of the operating system. The
observation is done on the operating system layer.

� Mouse helper: A technical malfunction on the layer of the operating system. The observa-
tion is done on the hardware layer.

� Frustration 2.0: A technical malfunction / incompatibility at the document layer. The
observation is done on the application layer.

The roles of the user behavior are:

� Microphone helper: From the user behavior, an expectation that cannot be met by the
current system con�guration can be deduced.

� Mouse helper: A behavior pattern typical for confusion triggers error detection and re-
sponse.

� Frustration 2.0: User behavior is used as a criteria to avoid unnecessary error handling.

The goals of the system responses are:

� Microphone helper: Reducing the time the user needs to �x the problem himself.

� Mouse helper: Obsoleting the need to reboot the system or wait until the problem vanishes
by itself.

� Frustration 2.0: Lessen user frustration and provide detailed information to the manufac-
turer.

Especially in the �rst two applications the implementation was done prototypically; a �nal
product would need changes in the operating system and the hardware. As the goal in this
thesis was rather to get hints on the bene�t of such systems than to create the actual system,
prototypical implementations with simulated errors are su�cient.

This thesis also does not cover questions regarding the �return of investment� or the organi-
zational practicability (for example, extending communication-protocols between hardware and
the operating system) of such systems.
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7.2 Microphone Helper

7.2.1 Introduction

It seems to be a straight-forward task to con�gure a microphone on a computer. However, in
practice, there are several mistakes that can be made when setting it up.
The idea to use the microphone con�guration as one of the scenarios to analyze behavior-based

malfunction response is based on personal experience made during a university's multimedia-
tutorial: both the students and the tutor had a hard time to get the microphone working correctly
on the Linux-PCs.
Sources of problems can be:

� The �Capture� �ag (bottom right of Figure 7.1a) is not set. In this case, the inputs of the
microphone are played back, but not recorded.

� The microphone-speci�c volume controls (the two toggles and the slider of �Mic� in Figure
7.1a) are not set correctly.

� The wrong microphone is selected (�Mic Select� in Figure 7.1b), if the sound card has more
than one microphone jack (for example a microphone jack and the front and the rear of
the computer).

� The microphone might just not be plugged in or switched on, have a defective contact or
empty battery (for wireless microphones), or any other hardware-related problem.

The microphone con�guration in Linux seems to be especially hard: the high �exibility leads to
many con�guration options, and the con�guration tools like �KMix� are not overly user-friendly,
as can be seen in Figure 7.1. The fact that many artifacts of the old sound driver system OSS
still remain in many systems in order to maintain compatibility to legacy programs makes things
even worse.

Figure 7.1: Two views of KDE's mixer application �KMix�. While being quite �exible, it is hard
to �gure out where the problem lies if something does not work. (a) The sound
volumes and input selection. (b) Additional switches and modes.

Simple usability engineering probably could improve a lot; the mixer used by Windows XP
seems to be easier to use (and a bit less �exible). Baudisch et al. invented the �Flat Volume
Control� [2], which improved the usability of the mixer even more and was implemented in
Windows Vista25. Still, provided that a certain amount of �exibility (and hence chances to mis-
con�gure it) will remain, it is probably too much to hope for that users will never have problems
anymore setting up the microphone.

25Although it was mainly concerned about simultaneous audio playback of sounds by di�erent applications, rather
than the microphone con�guration.

34



7.2 Microphone Helper

In fact, in the user survey of Chapter 4.2, 11% of all participants said they had problems
con�guring the microphone on a �regular� base, while 14% had them �a few times� (60%: �never�,
15%: �only one time�). As no distinction was made regarding the frequency the users actually
tried to use the microphone (not only how often they had problems), 60% saying they �never�
does not necessarily mean that all of them are actually using the microphone without a problem.

So this thesis tries to �nd out, if a system that tries to react on user behavior in the case of
perceived malfunctioning actually can help in such a situation.

The concrete error situation examined is: the user wants to record something using the mi-
crophone, however nothing is recorded, as it is completely muted. As microphones are often
muted to avoid humming or acoustic feedback, this appears to be a feasible error situation, es-
pecially for users who use the microphone hardly at all (and hence do not know where exactly
to unmute the microphone).

To break this case down according to the components introduced in this thesis:

� The problem is a wrong setting in the sound system of the operating system.

� The symptom is that the program is not recording anything, the microphone is �not
working�.

� The user reaction the system is observing is the problem solving behavior (trying to �gure
out if the microphone is working or not) - mainly speaking loudly into the microphone. As
described in Chapter 5.7, the behavior was validated before implementing the observer by
a small user survey.

� Observation / diagnosis: an error is assumed if the user is speaking loudly into the
microphone while it is muted.

� System response: The user is told that the microphone is muted. The system asks if it
should solve the problem by adjusting the settings.

To evaluate it, the whole system was simulated; the architecture used for this simulation was con-
siderably di�erent from what an actual implementation for the �real world� would be; therefore,
both implementation architectures are explained.

The microphone helper was tested in two iterations - the second one was not planned initially
and introduced because of the unsatisfactory results of the �rst test row. The reason for these
results are explained, as they inherently have to do with the nature of the whole system.

The results of both test rows and a control group are presented, along with the results of a
survey among the participants.

All tests (including control group) were conducted on the same laptop, using the same mi-
crophone. The participants could use an optical mouse, to avoid that the measured times are
in�uenced by the users having to adjust to the laptop's TrackPoint.

7.2.2 Implementation of a real system

The whole system runs in the domain of the operating system. Detecting that the user is
speaking into the microphone could be done in the microphone itself or the sound card as well,
but given the fact that this would implicate the need of new communication protocols between
the hardware and the operating system and is less �exible, this seems to be the less realistic
option.

In order to detect it in the operating system, the sound must not be muted on the hardware
level (the sound card). The detection is part of the sound driver (for example as an ALSA-
module26) and introduces one new interface following the observer-pattern to upper layers: if
the user is speaks loudly into the microphone while it is muted (or set to a very quiet volume

26ALSA is the �Advanced Linux Sound Architecture�. http://www.alsa-project.org/
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level), it noti�es interested processes about it. A part of the desktop system can then handle the
situation, ask the user and modify the sound settings according to the user's wishes.

The whole system has a inherent privacy-related problem: on some level, the system has to
listen to the user and evaluate the input, even though the user has muted the microphone before.
As shown in the survey in Chapter 7.2.7, some users do have problems with this fact, which has
to be considered (especially in regard to laptops and other computers with built-in microphones,
where the user cannot avoid the problem by just pulling out the plug). So on the one side, the
user might be given the chance to deactivate the whole system. On the other side, the system
architecture should make sure that if the microphone is muted, no actual sound data can be
gained through the sound drivers, except the Boolean value of �is the user currently trying to
use it�.

7.2.3 Implementation of the evaluation system

The evaluation system was implemented in Java. This brought along one design restriction:
even though the sound system ALSA theoretically supports multiple programs sharing one input
line (like the microphone), this did not work for two di�erent Java processes using the Java
Sound System. As two parts of the system needed the audio data of the microphone - the
recording application and the error observer - they had to run in the same process. From a
conceptual point of view, this is not very elegant, as the two parts of this process represent
totally di�erent layers in the real system (the recording is part of the application layer, while
the observer is part of the low-level operating system). To separate these two components at
least a bit, they were implemented as two di�erent classes (MicWatcher and RecorderPanel),
both of them implementing the SoundUpdatable interface registering at the RecorderThread

(representing the low-level sound driver). This seemed like an acceptable compromise.

The help wizard (which should be part of the desktop system in a real implementation) was
implemented as a completely separate Java-process. Normally it is not visible except for an entry
in the system tray, and only listens on a prede�ned TCP-port. It opens, once some other process
connects to this port, and does the further interaction with the user.

Figure 7.2: The helper dialog of the �rst iteration. The red X indicates where the problem lies.
By clicking on it and the �solve it� button, the user tells the system to �x the problem.

The help wizard, which is shown in Figure 7.2, was designed in a way to allow the handling of
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di�erent error situations regarding the microphone con�guration:

� No signals arrive at the operating system, indicating a malfunction in the hardware (for
example, the microphone is plugged into the wrong jack, its battery is empty, or it is
switched o�). Observing this kind of situation needs additional monitoring devices, as
the system can not rely on the sound input of this microphone anymore. The Always-On
Microphone suggested in Chapter 8 might be an approach.

� The signals arrive at the operating system, but not at the application. The implemented
error situation falls into this category. Another error situation would be an application
listening on the wrong audio device.

� The recording itself works correct, but the user cannot hear the noises as the sound output
is not con�gured correctly. Depending on the concrete error situation, additional means of
observation would be necessary as well.

To simulate the error, one setting of the audio con�guration was �abused�: the microphone was
regarded as muted for recording, if the �mute� toggle of the microphone in the input-tab of KMix
was switched on. This is, however, not the real behavior: the mute-toggles in the input-tab only
a�ect the immediate output of the input devices, while the recording policy is made by the
Capture-toggle (the Capture-slider does not have any visible e�ect at all). The RecorderThread
periodically checks the status of this setting (by calling and analyzing the output of the mixer-
program amixer) and either hands on the sound data unchanged to the recording tool, or muted.

The observing component MicWatcher analyzes the unmuted sound input data. If the sound
volume is above a prede�ned threshold for a given time (0.16s) and the microphone is muted
at the same time, it is regarded as a malfunction situation and the help wizard is called. More
sophisticated recognition algorithms are imaginable to look for more speci�c behavior of the user;
for example, using frequency analysis it is possible to distinguish between the noises produced by
tapping onto or blowing into the microphone and speaking into it. A simple implementation of
such an algorithm using C and the OpenSource-library FFTW27 was implemented in the progress
of this thesis and can be found on the CD of this thesis. However, as the program is supposed
to react on all these behaviors, no distinction was made.

7.2.4 Control group

To have reference data which the results of the helper system can be compared against, a test row
was conducted where the users had to solve the problem without using the microphone helper,
only relying on the regular sound mixer.

Figure 7.3: The simplistic recording program used for the study.

27http://www.fftw.org/
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13 participants, mainly students, were given the task to plug in a headset, open the recording
program (shown in Figure 7.3) and record something (�test 1 2 3� was mentioned as an example).
They had to make sure that it was actually recorded. The volume bar at the left of the application
window gave an indication whether recording was working correctly. Before the test started, they
were shown the icon of the mixer in the system tray and told they could use it to adjust the
volume.

The correct way of solving the problem was to open the mixer, open the input-tab and switch
on the Capture-toggle. This was regarded as a rather complex problem, as it was predictable that
most participants had hardly any experience with KDE's sound mixer and the Capture-toggle is
not very self-evident.

To get an estimate about how long it would have taken the user if the problem to hand
was actually an easy one for the user, a trick was applied. Two times were measured per test:
the time until the problem was solved (or until the user gave up), and the time until the user
performed the �rst action that had problem-solving character (like putting the microphone plug
into another jack, or changing any toggle or slider in the mixer). The measured times were taken
as an rough estimate of the time the user would have needed if it had been a trivial problem.

The times needed for the di�erent steps in the task were measured by hand using a self-written
JavaME28-application on a cell phone. If a participant could not solve it within 150 seconds, the
test was canceled.

After the test, the participants were asked to �ll out a survey, asking them about their computer
experience and if they would like the computer to help them in such situations.

Results
Out of the 13 participants, only 4 could solve the problem at all within the time limit, which

results in a solving rate of 30%. Most participants actively gave up before the time limit, as they
did not have �any idea anymore�. That is, although the self-estimated computer-experience was
quite high (4.33 on a 5-point Likert scale with 1 being �beginner� and 5 being �expert�).

For those four participants who could solve the problem, the average time to solve it after they
noticed the problem was 86 seconds (the values ranged from 54 to 115 seconds). The average
time for the �rst problem-solving attempt was 16 seconds (the single values ranged from 7 to 31
seconds).

Although they were explicitly told about the possibility to adjust the volume, most participants
searched for an hardware problem �rst, by plugging the microphone into another microphone
jack.

Ironically, the �abuse� of the microphone mute-toggle in the helper system probably would have
improved the usability of the whole sound system: in the control group, where the microphone
was muted for recording by deactivating the Capture-toggle, most of the participants tried out
the microphone mute settings, but hardly anyone noticed that the Capture-button had anything
to do with it.

7.2.5 First iteration of the helper

The two main questions of this study were:

� Does the program recognize the behavior of the participants, trying to use the microphone?

� How long do they need to �x the problem using the helper?

The �rst implementation of the helper system was tested by 14 participants.

They were given exactly the same instructions as the control group. This time, however, the
helper daemon was running in the background and the volume settings were slightly di�erent
(the microphone-toggle was muted, not the Capture-toggle, to make the listener program work).
As the participants were not supposed to use the mixer in this test anyway, provided that the

28Java Platform, Micro Edition: http://java.sun.com/javame/index.jsp. For mobile devices.
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detection algorithm works correctly, this does not a�ect the results and is therefore acceptable.
If the detection algorithm did not work correctly, the test was regarded as a failure.

Once the participants opened the program and tried to record something although the micro-
phone was muted, the help wizard popped up at the bottom right of the screen. The participants
could then solve the problem by clicking on the error-symbol of the image and then con�rming
the unmuting. The whole desktop including the helper is shown in Figure 7.4.

Figure 7.4: The desktop of the test laptop, after the help wizard opened.

Results
The self-estimated computer-experience of the participants was on average 3.36 on a 5-point

Likert scale and therefore less than at the control group.

Out of the 14 tests, one was skipped due to technical problems. The user behavior was correctly
interpreted in 11 cases and not recognized in 2 cases, which results in a recognition rate of 85%.

Whereas this can be seen as quite successful, the average time the participants needed to solve
the problem is disillusioning: 46 seconds with a standard deviation of 30 seconds (the values
ranged from 14 to 106 seconds) - for making just two mouse clicks.

This is still much better than the control group; after all, all participants could solve it (com-
pared to only 30% in the control group), and the average solving time was signi�cantly lower
(p = 0.03) than the 86 seconds of the control group. However, compared to the time of the
simulated easy problem, it was signi�cant slower (p = 0.01) - and 46 seconds just seem to be too
much from a subjective point of view.

As this problem was already noticed during the tests, the participants were informally asked
about it after the test and the survey. It appears that most of the users just did not notice
that the help wizard popped up at all, and tried to solve the problem by other means (as in
the control group, many plugged the microphone into another jack). Only when they tried to
change the volume settings, most of them noticed that an additional window was there, got the
idea and solved the problem.

This problem of the participants not seeing the help wizard was surprising. The reason for it
became clear after observing the chain of actions more closely: the help wizard opens immediately
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as a response on the user speaking loudly into the microphone. At this time, the user is highly
concentrated on either the microphone or the recording application (which is in the upper left of
the screen as can be seen in Figure 7.4 and Figure 7.5). This state of being highly concentrated
on one thing draws away the attention, therefore the helper's attention-getting e�ect of appearing
out of nowhere was mainly in vain.

That is a �nding that generally should be kept in mind when designing systems that respond
on such user behavior: when encountering a malfunction and trying to �gure out the problem,
users tend to be �xated and attention-getting methods that usually work might fail.

Figure 7.5: The participants were highly concentrated on the headset's microphone, so the help
wizard had to be more �ashy to get attention.

7.2.6 Second iteration of the helper

With the problems of the �rst iteration in mind, the help wizard was redesigned for another
study. The helper now appeared in the middle of the screen, not in the lower right anymore. An
error message using red background was used and a �Solve it�-button was placed right next to
the error message. The desktop, including the new helper, is shown in Figure 7.6.

The aesthetic aspects of the second version certainly are suboptimal. Also, considering that
in a real implementation there still might be the case of a �false alarm� (for example, the user is
tapping onto or speaking right next to the microphone, but actually does not want to use it), an
overly obtrusive help wizard like this might be highly annoying. However, designing help wizards
for this special situation is not in the scope of this thesis. As the goal of this thesis is to �nd the
possible gains of a error-responsive system, this design seems to be justi�able. Finding better
ways to design such help wizards is up to further research.

The test design was the same as at the �rst iteration. Solving the problem was similar, just
with the immediately-visible �solve it�-button, one click could be saved.

Results
12 students participated the test, the self-estimated computer experience was 3.75 on a

5-point Likert scale.

The program reacted correctly in all 12 cases and all participants could solve the problem.
The average time to solve the problem was 21 seconds with a standard deviation of 15 seconds
(the values ranged from 6 to 54 seconds).
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Figure 7.6: The second iteration of the Microphone helper. �Microphone not active� and �solve
it� is written with a red background.

The solving time was signi�cantly lower than with the �rst iteration (p = 0.02), and therefore
also signi�cantly lower than the control group (p = 0.00). Still, the average time was above
the time needed for the simulated simple problem (16 seconds). However, that di�erence is not
signi�cant (p = 0.31).

7.2.7 Results of the questionnaires

Each test was accompanied by a survey. The questionnaires for the two iterations of the mi-
crophone helper were identical, the questionnaire for the control group slightly di�erent: the
questions regarding the microphone helper were skipped, the other questions were rephrased to
�t the situation. The exact questions can be found in Appendix A.2.

The questions shown in Table 7.1 had to be answered on a 5-point Likert scale with 1 being
�completely disagree� and 5 being �completely agree�. The average values and standard deviations
are shown in Table 7.1.

Unfortunately, it appears that a couple of answers by the participants were not recorded -
either some participants forgot to press the �send�-button, or, more likely, the data were not
saved correctly. It appears this happened more or less randomly, therefore it should not a�ect
the Representativeness too much.

The most interesting item in the results of the questionnaire is probably the question �I prefer
to solve such problems myself�. While the average (3.11) is close to the middle, the standard
deviation (1.55) shows that there the users actually have completely di�erent and mostly clear
opinions about it - Figure 7.7 illustrates this.

So while one group of participants prefers to solve problems themselves, another group clearly
prefers not to. To see if there are further di�erences between these two groups, the other results
were divided into them. The �rst group SelfSolve was de�ned by those participants answering
with 4 or 5, the second group NotSelf by those answering with 1 or 2. The average results for
these two groups are listed in Table 7.2.

As could be expected, the members of SelfSolve are more experienced with computers.
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Average Std. Dev.

I prefer to solve such problems myself 3.11 1.55

If I had to solve this problem myself, it would have taken
me longer29

3.89 1.24

I'm bothered by the thought that the computer would
always �listen�, even if the microphone is muted

2.37 1.31

Altogether I'd welcome if the computer tries to act on its
own, once I have problems

3.44 1.09

I had a similar problem before 2.85 0.95

Table 7.1: Questions that were asked in the survey about the Microphone helper.

Figure 7.7: �I prefer to solve such problems myself� - two distinct groups.

They are more likely to be bothered by the thought of the computer �listening� and are less
convinced of the advantage of the microphone helper system. However, this is not con�rmed by
the actual measured times: the average time to solve the problem (including both iterations)
was 38 seconds for SelfSolve, compared to 31 seconds for NotSelf.

Comparing the answers of the users of the second iteration with the control group, there was
one major di�erence: the control group, who had to solve the problem on their own (and mostly
failed), still preferred signi�cantly (p = 0.03) more to solve problems on their own (average: 4.17)
than the group of the users (average: 2.38). The helper-users were also on average less bothered
by the thought of the computer �listening�, however not signi�cantly.

It should be pointed out, however, that these �ndings are based on a relatively low number
of results (n = 27). While most of the results seem to be plausible, they should be con�rmed
and further analyzed in a bigger survey.

7.3 Mouse Helper

7.3.1 Introduction

In the qualitative survey of Chapter 4.2, the components that were mentioned most frequently
as a source of problem, are the mouse and the keyboard. The reason for this probably does
not lie in bad quality of the used mice and keyboards, but rather in the fact that they are the
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SelfSolve NotSelf

If I had to solve this problem myself, it would have taken
me longer30

3.0 4.5

I'm bothered by the thought that the computer would
always �listen�, even if the microphone is muted

2.57 1.7

Altogether I'd welcome if the computer tries to act on its
own, once I have problems

3.57 3.4

I had a similar problem before 2.93 2.9

Computer-experience 4.0 3.3

Table 7.2: Average values for participants who preferred to solve problem for themselves and
participants who preferred not to.

most frequently used components when interacting with computers. Still, as many malfunctions
occur at this point, the user-friendliness of computer systems might be improved by adding more
malfunction response.
Based on this idea, another application of behavior-based malfunction response was developed,

which handles one speci�c malfunction situation: a mouse driver in the operating system crashed,
the movements of the mouse are therefore not (or incompletely) delivered to the upper layers of
the system anymore, making the mouse cursor freeze. From the survey and personal experience,
the situation where the cursor freezes only temporary and returns to normal after certain amount
of time seems to be the more common case. However this assumption is not empirically veri�ed.
The user reactions on this kind of problem were observed in a user-study, which is described

in Chapter 5.7. Rapid mouse movements were the common behavior made by all participants.
Additional behavior patterns, that were made only by a part of the participants, includes lifting
the mouse and moving it to another surface. As for detecting the malfunction reliably, rapid
mouse movements seemed to be the best criteria.
If this kind of behavior is detected, additional checks might be made to ensure it is because

of a malfunction and not because of some action game the user is playing. If there actually is a
malfunction, the system has to decide if it can solve the problem, for example by reinitializing
the driver. In any case, it should give feedback to the user.
To break this case down according to the components introduced in this thesis:

� The problem is a deadlock or a similar problem in the mouse driver.

� The symptom is that the mouse cursor freezes.

� The user reaction are the rapid mouse movements.

� The observation and diagnosis is done partly on the hardware, partly in the operating
system (this is further elaborated in the following chapter).

� The system response is to ask the user if the mouse drivers should be reinitialized, and
to do so, if the user agrees.

The malfunction, the observation of the user behavior and the system response was simulated
and tested in a user study. As this is a problem that users cannot solve themselves (except
by rebooting the whole system), it makes little sense to measure the time needed to solve the
problem and compare it to a control group like at the microphone helper. More emphasis was put
into testing how well the detection of the user behavior works. The simulation of the malfunction
in the user study was masked by a study regarding the performance of cut- and paste operations.

7.3.2 Implementation of a real system

The major architectural di�erence of the mouse system to the microphone helper is the location
of the observation component. In Chapter 7.2.2, it is discussed why the observation of the
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microphone would be part of the operating system, even if it would be technically possible
another way. Here, it is the other way around, as the nature of the problem is di�erent: in the
microphone's case, everything was working well from a technical point of view and the perceived
malfunction was just because of wrong settings. Here, there actually is a technical error going
on in the domain of the operating system, so the observation is also impaired on this level - the
mouse driver cannot take over the role of the observer.

Theoretically, it would be possible to put the observer into the operating system, on a lower
layer than the actual driver. This would require this new component to be a basic mouse driver
itself, as it has to interpret the motion events of the mouse. As there is little reason to assume
that this second driver would be any more stable than the main one having the problems right
now, this way does not look like being very reliable.

The better solution would be to put the observation into the hardware layer, below the oper-
ating system. This means, the mouse itself had to re�ect on its movements and �gure out if the
user is behaving according to given criteria. As most mice - especially optical ones - already do
a lot of computing internally, this additional computation could be done with reasonable e�orts.

This implies that a channel for signaling is required between the mouse and the operating
system - to be precise, between the mouse and a error-handling component in the operating
system that is conceptionally below the mouse driver, attached to the USB-driver (assuming
that we are dealing with a USB-mouse).

While this might appear to be way too much e�orts for this one application (after all, the
crashing driver is only one possible reason for the often-mentioned symptom of the frozen mouse
cursor), a more general way of signaling error statuses and meta-data about user behavior between
peripheral devices and the operating system can be helpful in many other applications as well.
Just to mention two:

� The keyboard can indicate that the user is currently pressing the keys conspicuously hard
or was just knocking onto the keyboard. This might indicate that the user is frustrated
right now.

� A noti�cation if a cable is plugged in and pulled out again repeatedly (possibly in a di�erent
jack). This might indicate that the user has problems con�guring a device (like a printer,
sound card or any USB-device).

For the mouse itself, several other error signals could be helpful. Examples of error or alert
signals are:

� A signal if an optical mouse detects too much dirt on the light sensor.

� A signal once the battery of a wireless mouse runs low.

� A signal if the surface, the mouse is moved on, can not accurately be tracked by an optical
mouse.

Most of these mouse signals would be directed towards the normal mouse driver. The actual
protocol design to exchange such meta-data is out of the scope of this thesis. However, it should
be pointed out, that the bene�ts of such a protocol could exceed the �eld of behavior-based
malfunction response.

The rest of the system would be similar to the microphone system: once the error-handling
component is reported about this speci�c user behavior, it makes additional checks to avoid false
alarms; this could be done by checking the operation system's internal mouse movements of the
last one or two seconds. In case it followed the rapid mouse movements, this could either be
normal behavior by the user (for example if he plays an action game or is just playing around
with the mouse cursor), or the problem lies in a higher layer (for example, the graphic rendering
component does not update the mouse cursor's position). If a malfunction is assumed, some
user feedback is given, including the question whether to reinitialize the driver. This feedback
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has to be designed with special attention, as the user might not be able to use the mouse due
to the nature of the malfunction and has to use the keyboard instead. In case the user agrees,
appropriate counter-measures are initiated.

7.3.3 Implementation of the evaluation system

The evaluation system does not actually simulate a driver problem, but rather imitates the error
symptoms, namely the frozen mouse cursor.

This is done by a small C-program utilizing the X11-API. It repeatedly queries the position of
the mouse cursor. As soon as a given �le exists (/tmp/staticmouse), it repeatedly warps back
the mouse cursor immediately (using XwarpPointer).

The observation of the user behavior is done in the same program; again, this is not very elegant
from a conceptual point of view, but the easiest way to accomplish the task without having to do
rather complex access coordination on the X11 event stack between the two components. The
program therefore internally keeps two mouse coordinates: the coordinates of the visible cursor,
which are static, and the would-be coordinates which are used for analyzing the user behavior.

The recognition algorithm is easy to comprehend: it follows the x-coordinates of the mouse
cursor movements (the y-coordinates are ignored, as the typical movement of the users was
to move the mouse to the left and right or in circles, but not up and down) and records the
local minima and maxima of the values. If they are too closely together (less than 40 pixels of
di�erence), they are ignored, as very small mouse movements are rather unlikely in the situation
of confused, rapid movements. If the number of minima and maxima in a given time exceed a
given threshold (more than 7 within 1.5 seconds), error recovery is triggered. The program code
of the recognition algorithm (minus some debug information) is shown in Figure 7.8.

Figure 7.8: The C-algorithm to recognize rapid mouse movements.

Error recovery is done by a Java-based GUI application shown in Figure 7.9. It is triggered the
same way as the microphone help wizard (and is, in fact, implemented in the same program), by
connecting to a prede�ned TCP-port. It opens a window, telling the user that the mouse driver is
not working correctly, and asks him whether the system should try to solve the problem. It tries
to fetch the focus of the window manager and sets the internal focus on the �Solve it�-Button,
so the user only has to press the Enter- or Space-Key to con�rm. In case the focus is not set
correctly, instructions how to focus on this window using the (Alt-)Tab keys are printed. In
the end, the program just removes the /tmp/staticmouse-File, making the C-program stop the
error simulation.
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Figure 7.9: Mouse helper: �Does the mouse not work correctly? [...] Should the system try to
�x the problem? [Back] [Solve it].

7.3.4 Evaluation

The main goal of the user study was to get quantitative results about the hit rate of the recogni-
tion algorithm - which implies that in fact most of the users show this speci�c kind of behavior
in this situation.
To get authentic results, it is necessary to mask the test, as the behavior to be observed

is mainly behavior in response to surprise and confusion. This was done by embedding the
malfunction situation in a �fake� user study: the participants were shown a web form (that can
be seen in Figure 7.10) with lengthy codes to the left and input �elds on the right side. The
pretended goal of the user-study was to measure the time the users needed to copy the codes
into the correct input boxes using copy/paste. To make things a little bit more complicated, the
codes and input �elds were connected by random lines crossing each other and thus requiring a
bit of attention in order to get the right �eld.

Figure 7.10: The mouse malfunction was masked in a simple user study.
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Besides the instructions to copy the values, they were only told that the time would be mea-
sured (a JavaScript-implemented stopwatch was displayed on the page to improve authenticity),
so they should should work somewhat e�cient, but not hastily.

The error occurred when the participants were copying the �fth code: the mouseUp-event of the
HTML-document triggers an Ajax-Call to a PHP-script, which creates the /tmp/staticmouse-
�le that tells the daemon to start the error simulation31.

All tests were conducted on the same laptop with an attached optical mouse.

If the system is working, the participant would do rapid mouse movements once the cursor
freezes, the system would recognize this behavior and open a help dialog. The participant would
then use the help to let the system solve the problem. If the help dialog does not open within
10 seconds after the problem occurs, the test was regarded as a failure. This time limit was set,
because once the short e�ect of surprise was gone, the participant probably would have realized
that the malfunction was part of the test and not act naturally anymore.

After the test, the participants were told that the system was monitoring their mouse move-
ments and the help dialog was shown in response to the rapid mouse movements. They were
then asked to �ll in a survey.

7.3.5 Results

16 students participated at the user study. The self-reported computer experience was 3.53 on
a 5-point Likert scale (with 1 being �beginner� and 5 being �expert�). The computer experience
should have less in�uence on the results of this test, as only the impulsive reactions were tested,
not problem-solving behavior.

In one case, the simulation of the malfunction did not work properly (the mouse-event in
the browser was not triggered, so the simulation was not started at all), so the test case was
discarded.

Out of the remaining 15 cases, the user behavior following the malfunction was correctly rec-
ognized in 13 cases, resulting in a success rate of 87%. In one of the unsuccessful cases, the dialog
did not show up at all (the mouse movements were too short), in the other case, it did show up,
but after more than the time limit of 10 seconds.

The results of the survey show, that while the problem of the frozen mouse cursor is proba-
bly not the most frequent problem at all, it did happen to several participants before (see Figure
7.11). About half of the participants who had this problem sometimes before (3 or 4 on the
5-point Likert scale) had to reboot the computer in order to solve the problem. For the other
half, the problem disappeared by itself after a while.

Being asked if they preferred to solve such problems alone, the average was again in the middle
(3.13 on a 5-point Likert scale with 1 being �completely disagree� and 5 being �completely agree�).
However the standard deviation was lower than at the microphone helper (here: 1.13) and no
two distinct groups could be identi�ed. This suggests that the middle value was rather due to
an indecisiveness regarding the question.

Regarding the privacy aspect of monitoring the mouse movements, there was a tendency to-
wards not feeling bothered, with an average of 2.53 (standard deviation: 1.06). Most participants
were rather positive about the general idea of the computer reacting on its own in case of a mal-
function (average value: 3.47, standard deviation: 0.99).

The hit rate of 87% in the case of a malfunctions appears to be very good for a �rst approach.
To get an estimate of the overall hit-rate, however, it is also necessary to measure the number
of false alarms. This was only done in a very limited way in the course of this thesis: the mouse
observer was running in the background for about 30 hours of work and logged the number of

31This detour using the PHP-script is needed due to the security system of JavaScript, preventing the scripts to
create �les on their own.
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Figure 7.11: �I had a similar problem before� - it is not the most common problem, but some
users do encounter it occasionally.

times it would have triggered error handling. As the mouse was working correctly during this
time, each error handling attempt can be regarded as false alert.

The result of this small test was that the program would have triggered 2 false alerts in these 30
hours. Whereas this is not very high for a �rst approach, it would probably be too high to deploy
in in a real-world scenario: with a false alert every couple of days, the number of false alerts
would probably exceed the number of times the actual malfunction appears, making the Mouse
helper more of a nuisance than a help. An approach using OS-internal reference movements
(as mentioned in Chapter 7.3.2) and more elaborate recognition algorithms might improve the
overall hit rate.

7.4 Frustration 2.0

7.4.1 Introduction

Both the mouse helper and the microphone helper deal with problems in the operating system
layer, hints on handling problems on the hardware layer are given in these chapters as well. The
third project in this thesis targets a completely di�erent class of problems: problems originating
from the document layer, or from incompatibilities between the document and the application
layer. Especially due to the spread of the Internet and web applications, problems on this layer
have become much more common in the last couple of years.

The �rst peak of problems originating from document incompatibilities was probably at the
time of the browser wars between Netscape Navigator and the Internet Explorer 32. While this
has stalled during the following time of Internet Explorer's dominance, it appears this has become
a problem again over the last few years for the following reasons:

� New browsers appeared (Firefox, Opera and WebKit-based browsers). Di�erent browsers
might render the same site di�erently. An extreme example can be seen in Figure 7.12.

� The boom of JavaScript-based �Web 2.0�- or �Ajax�-applications and Rich Internet Appli-
cations, which lead to an overwhelming development progress regarding active contents.

� Integration of browser engines into other software, re-branding of browsers (like the T-
Online browser, which utilizes the engine of Internet Explorer but introduces some new
inconsistencies), security software interfering with browser internals (like virus scanners
�ltering out some cookies or preventing malicious-looking JavaScripts from execution) and
pop-up-blockers that sometimes �lter out too much.

32http://en.wikipedia.org/wiki/Browser_wars
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Compared to traditional software, websites and -applications have a very short software devel-
opment life cycle. New features are often added on the �y with little testing, if any at all. This
frequently leads to rather frustrating experiences for the users, especially if they are using alter-
native browsers, because features that worked before might suddenly stop working without prior
notice.

The most urgent countermeasures for the current situation would be to improve standard
compatibility for browsers and to promote more systematical development processes for web
developers33. However, behavior-based malfunction response might be an additional approach
to help lessen frustration for the user, provided that a perfect world without malfunctions is not
about to come along for the Internet world very soon either.

Figure 7.12: Besides its original purpose as a benchmark for standard compliancy, the Acid3
test (http://acid3.acidtests.org/) also demonstrates how di�erently current
browsers might render the same �le in extreme cases: Internet Explorer 7 (top
left), Firefox 2.0.0.13 (top right), Safari 3 (bottom left), Opera 9.25 (bottom right).
[Pictures are Public Domain, from Wikipedia]

For this thesis, the browser Firefox was extended with a behavior-based malfunction response
system. This was implemented as an extension and allows websites to add more graceful error
handling with little e�ort and without breaking compatibility to other browsers. The implemen-
tation will be explained in the remainder of this chapter. Due to time constraints of this thesis,
the bene�t of this system could not be empirically veri�ed in time. Measuring the e�ects on user
frustration in the case of a malfunction are up to further research.

7.4.2 Idea of the Firefox-extension

A major problem in handling JavaScript errors is that there are just way too many of them.
Looking into the error console of a browser after browsing over a couple of sites reveals how often
errors are thrown, even if the user does not actively notice their occurrence. In a way, this is the

33At least for the �rst one, a lot of progress is currently made with the new major browser versions coming up in
mid-2008.
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opposite of the concept of a �perceived malfunction�: malfunctions that objectively did happen,
but are not perceived as such by the user.

This is the reason why it seems to be necessary to look at the user behavior when doing
malfunction handling: If a warning or error handler were to appear every time a JavaScript-error
occurs34, it would be highly annoying for the user. A better approach would be trying to �gure
out if the user actually perceives a given malfunction as such, and only start error handling in
that case. The behavior of the user therefore has to be correlated with errors thrown by the
browser's JavaScript-engine.

The current system looks at the case where the user wants to use active content on the website,
like a drop-down menu. To do this, he either clicks on it or moves the cursor over it (some drop-
down menus open once the cursor touches the parent element). If the user clicks on it and an
error is thrown right after this, it should be safe to assume that the error is a reaction on this
click and the user notices the malfunctioning.

If the user just moves the cursor over an element and an error is thrown right after, it is not
as easy: after all, the user is usually moving the mouse around quite a lot (compared to the
frequency of clicking onto something, which is rather low), so if a random error occurs that the
user does not notice, it is still somewhat likely that the user just moved the cursor by coincidence.
The assumption made in this thesis to face this problem is, that if the user expects a certain
behavior after he moves the cursor over a certain element but this behavior is not shown due to
a malfunction, he will try it again by moving the cursor away and moving it over the element
a second time. If an error occurs again, the likelihood for it being a coincidence is low enough.
This assumption, however, has not yet been empirically con�rmed.

While the browser cannot �x the problem as a response, there are two things that can be
done: apologizing at the user, trying to lessen frustration, and informing the manufacturer (after
con�rmation by the user).

To break this case down according to the components introduced in this thesis:

� The problem is in the document layer: a JavaScript that is either completely broken or
incompatible with the current browser.

� The symptom is that a speci�c function on a website is not working.

� The user reaction is either to click on an element, or to repeatedly move the cursor over
it.

� The observation and diagnosis is done on the application layer, namely by the browser.

� The system response is to apologize to the user and inform the manufacturer about the
problem.

7.4.3 Informing the manufacturer

Informing the manufacturer (in this case, the webmaster) about the problems, is more an ad-
vantage for the manufacturer as for the user. Although the user might have an advantage from
improved error reporting by faster bug �xes, the main bene�t is to reduce the time needed by
the customer support to get detailed information about the underlying problem. By themselves,
users might skip making a bug report at all, and even if they do, most would probably tell
more about the symptoms of the problem than about the problem itself. This often leads to
unnecessary long dialogs like shown in Figure 7.13.

It is easy to see that the interaction can be done more e�ciently than that. If the browser
can send the error message itself to the manufacturer, then there would be no need to explain
the user how he can �nd the error message in the �rst place. The whole process can partly be
automated, although user interaction is still advisable:

34Earlier versions of the Internet Explorer actually did that in certain con�gurations.
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User: The pop-up menu is not working anymore.
Customer support: Maybe you're using an unsupported browser? Which
one do you have?
User: Firefox 2.
Customer support: That one should work. What error message is shown?
User: Where can I see that?
Customer support: It's in the �Tools�-menu, the item �Error console�.
User: Okay, the error is [error message].

Figure 7.13: A typical dialog between a user and the hotline after an error occurs. The dialog
itself is made up, but based on many similar experiences.

� Before sending error reports to the manufacturer, the user should be asked if he agrees
with it. This seems to be especially necessary in the context of the Internet, were many
users seem to have bad feelings about data being sent to another entity.

� Providing a feedback form can provide a way of active listening. As explained in Chapter
5.3.2), this can be an e�ective way to reduce the frustration of the user.

7.4.4 Implementation

The Firefox-extension was written as a XUL-based JavaScript. Mozilla's interface allows exten-
sions to register new event listeners and to modify Firefox's (or any other Mozilla-based appli-
cation) interface by adding new components based on the markup-language XUL. As extensions
are running in another security domain, their execution is not a�ected by JavaScript-errors in
the current document (the HTML-�le). They therefore also have only restricted access to the
document.
This extension adds only one component to the user interface: an entry �Show error analyzer�

in the �Tools�-menu, which prints some debug information about the extension's internal memory
as can be seen in Figure 7.14.

Figure 7.14: The internal event log of the ErrorAnalyzer. Here, an advertisement banner trig-
gered an error; this is usually not a malfunction that needs to be handled.

The main work for error detection is done by three listeners:

� onMouseMove: every time the user moves the mouse, the extension checks if the cursor was
moved over a new element in the current HTML-�le.

� onClick: every click on an element in the HTML-�le is recorded.
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� JSErrorAnalyzer_cb is a listener-object being attached to the console-service in order to
receive error messages. The basic principle of registering such a listener is shown in Fig.
7.15.

var JSErrorAnalyzer_cb = {

observe: function( aMessage ){

if (!aMessage.message.match(/JavaScript Error/))

return; // No Notices

// do something

}

};

var JSErrorAnalyzer = {

onLoad: function() {

var aConsoleService =

Components.classes["@mozilla.org/consoleservice;1"].

getService(Components.interfaces.nsIConsoleService);

aConsoleService.registerListener(JSErrorAnalyzer_cb);

}

}

window.addEventListener("load", JSErrorAnalyzer.onLoad, false);

Figure 7.15: Registering an error handler on a website.

The extension keeps an internal history of events which is �lled by the event listeners (and
cleared on a regular base and after loading a new page, to prevent memory leaks). Once an error
is thrown, the program checks if one of the following two conditions are met:

� The user has clicked on an element within the last 500ms.

� The user moved the cursor over a new element within the last 500ms and has moved the
cursor above the same element before within the last 3s.

If one of these conditions is met, a malfunction is assumed and error handling starts. A alert box
like shown in Figure 7.17 is displayed at the bottom right of the browser window. The content
of this window can be either:

� A website-dependent HTML-�le, embedded into an IFRAME. The location of this �le
can be speci�ed by the webmaster by including a meta-tag into the HEAD-part of the
HTML-�le (as shown in Fig. 7.16).

� A default error message, informing the user that a JavaScript error has occurred, if no
website-dependent error handler is de�ned. No report to the webmaster is sent in that
case.

<HEAD>

<TITLE>Error Test</TITLE>

<META name="errorlink" content=

"http://www.hoessl.org/diplomarbeit/error-backend-iframe.php" />

</HEAD>

Figure 7.16: Registering an error handler on a website.

Again, the graphical design of the error wizard is not within the scope of this thesis, but rather
the underlying mechanisms.
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Figure 7.17: Top left: the elements triggering the error. Bottom right: the error frame. Middle:
a dialog triggered by the error frame, asking the user to send the internal data.

Once the error window appears, the user can be asked to send a problem report. The problem
report includes the error message thrown in the error console, and potentially more information
about the system con�guration35.

However, for privacy reasons, normal JavaScripts running in the security domain of websites
cannot access the error console, neither can they directly call functions of extensions. The current
implementation of the extension therefore uses an event-based approach:

1. The Firefox-extension registers an event listener on the custom event �ErrorInfoRequestEvent�.

2. If the JavaScript of the error frame (coming from the untrusted website-manufacturer
domain) wants access to the error messages, it triggers this event. This can be done
automatically or after the user clicks a button like �Send a problem report�.

3. Once the extension receives the event, a con�rmation from the user is requested.

4. If the user agrees, the error messages are put into the �value�-attribute of the event's
target element, which could be, for example, a hidden input �eld. Another attribute is set,
indicating the success of the operation is set.

5. The JavaScript of the error frame waits until the attributes of step 4 are set. After this, it
goes on to send the error message to the manufacturer.

Further interaction, like adding a text �eld to allow free text and other feedback by the user can
be included into the site which the error frame links to.

7.4.5 Limitations of this approach

The main limitation of this concrete implementation is the limited amount of information the
extension receives through the API. Three pieces of information can be received:

35The browser identi�cation does not have to be sent explicitly, as it is included in every standard HTTP-request.
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� The error message (like �Error: win_a_porsche is not de�ned�).

� The source �le where the error occurred.

� And the line number of the source �le.

While this already can be quite helpful for the manufacturer trying to �gure out the reason for
the malfunction, more detailed information like a stack trace could be even more helpful. How-
ever, to get this kind of information, this possibility would have to be included into the actual
JavaScript-engine of the browser.

The accuracy of the error detection could be improved by having more information about the
elements the user is currently interacting with: if occurring errors only were to be correlated with
click- and mouseover-events of elements actually having JavaScript-code attached to them, the
number of false alarms could be further reduced.
However, �guring out if any code is attached to an element seems to be a bit tricky, as there

are several di�erent ways to attach code:

� Using the DOM-method addEventListener.

� Using HTML-attributes (like onClick=�code�).

� Using JavaScript-code encoded as an URI (like href=�javascript:alert('test');�).

7.4.6 Evaluating it

Unfortunately, due to time constraints of this thesis, the prototype of this system could not
be completely �nalized and evaluated. However, from personal experiences while having the
extension installed while sur�ng, the hit rate seems to be quite satisfying - only with some
strange race conditions when multiple tabs are involved.
The error reporting system is, of cause, not used by and real website.
To judge on the real bene�t of the system, several questions have to be evaluated:

� Is the recognition rate good enough to cover common cases of malfunctions while avoiding
false alarms?

� Does a well-designed error dialog help to reduce user frustration?

� How frequently do users use the feedback function, compared to normal feedback forms, in
the case of a malfunction? Is the gained information helpful for the manufacturer in order
to �gure out the problem?

7.5 Discussion of the results

The results of the two evaluated systems indeed suggest, that user behavior can be used as a
valuable source of information for malfunction recognition and response.
In the second iteration of the Microphone Helper, the system recognized all attempts by the

participants to use it - the problematic part seemed to be rather the user interaction of the help
wizard than the actual detection and recovery. Also, a long-term study might be needed to �nd
out how many false alarms the system produces in real world scenarios.
The problems of the Microphone Helper's �rst iteration indicate the importance to carefully

design the user interaction with the special situation of the malfunction in mind: the user
might be �xated on something speci�c at that moment and therefore is less likely to notice
help o�ers by the computer. If the malfunction is really frustrating for the user, psychological
e�ects mentioned in Chapter 5.2 (regression, �xation, and so on) might further a�ect the user
interaction. Designing help systems that are �ashy enough to be noticed in such a situation, yet
as little annoying as possible in a situation of a false alarm, is probably quite a challenge.
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The results of the second iteration clearly show the potential of such a system: all participants
could solve the problem, with an average time of 21 seconds; this is much better than the control
group, who had to solve the rather di�cult problem themselves (and mostly did not succeed at
all). However, compared to very easy problems that users can solve immediately themselves, it
appears that this system is a bit slower, although not signi�cantly. This suggests that behavior-
based malfunction response has the biggest bene�t for complex problems and for less experienced
users.
The results of the mouse helper impressively show how reliable error symptoms can trigger a

speci�c user behavior - namely the rapid mouse movements as a result of a frozen mouse cursor:
this behavior could be successful recognized in 87% of the tests. According to the data collected
during normal o�ce work, the rate of false alarms is low (only two false alerts in 30 hours of
work) and can further reduced by additional tracking.
The results of the survey for the Microphone Helper suggest that there are two groups of users:

users preferring to solve such problem themselves, and users who prefer to let the computer do
this. The �rst group was bigger in this survey, which might be due to the relatively high computer
experience of the participants. When designing actual systems, this fact should be considered,
to let the user choose whether to use automatic problem recovery or not.
The users generally liked the idea of the computer actively responding to malfunctions. On

the 5-point Likert scale, the answers given to this statement was nearly identical in all groups:
3.47 for users of the Microphone helper, 3.50 for the control group, and again 3.47 for the users
of the Mouse helper.
The results do not suggest that the participants of the surveys were overly concerned about

the privacy issues of the computer monitoring their behavior: 2.38 on the item �I'm bothered by
the thought that the computer would always listen, even if the microphone is muted� in the case
of the microphone helper, and 2.53 in the analogous question for the Mouse helper. Personally,
I doubt this low value is really representative. Another study with more participants and more
speci�c questions should be conducted to con�rm or vitiate these �ndings.
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8 Future work

This chapter points out work that can be done in the future to bring forward the research about
behavior-based malfunction response.

8.1 Problem sources

It appears that the exact sources of frustration with computers are changing over time; Lazar
et al. [13] found in 2003 36, that �system crashes were the most commonly-reported frustrating
experience�. From the results of the surveys in this thesis, it seems that now, half a decade later,
complete system crashes are by far not as common anymore, and the main source of frustration
has shifted to other components. However, the research done in this thesis about problem sources
in the real world is by far not as systematic as Lazar's methodology. Therefore, more research,
with more participants and a quantitative approach, would be of great help for this �eld of
research.

The same goes for the reactions of the users - not only the physical actions, but also for the
psychological e�ects, as they might greatly a�ect the further interaction.

8.2 Malfunction framework

The explanations about the Mouse Helper's implementation pointed out the need for a protocol
to exchange information about malfunctions and user behavior between di�erent layers in the
system. This does not only a�ect the interface between the hardware and operating system layer,
but also the interface between the operating system and the application layer, and, maybe a bit
less important, the interface between the application and the document layer.

This raises two major questions, up to further research:

� How can information about malfunctions be formalized, and

� How well can such information be embedded into existing interfaces and protocols (for
example, as in the Mouse Helper case, into the USB-protocol)?

8.3 Interface design

The experience made with the Microphone Helper shows that special attention has to be put
onto the user's situation when responding on malfunctions. Therefore, developing more speci�c
guidelines about how to design this special kind of user feedback would be helpful, to manage
the balancing act of being �ashy enough without being too obtrusive.

8.4 Practical projects

8.4.1 Frustration 2.0

The Firefox-extension was developed in principle, but has not been widely tested in real-world
scenarios and still has several bugs. Therefore, it might be worth it to polish it further, add a
proper user interface and evaluate its hit ratio.

It also would be interesting to analyze if an active listening agent like in �This computer
responds to user frustration� [11] can help to reduce frustration in this setting as well. The agent
would have to be implemented in the domain of the manufacturer (not in the domain of the
Firefox extension), using a server-side language like PHP.

36The paper was published 2006, however the study was also presented on America's Conference on Information
Systems (AMCIS) 2003.
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8.4.2 Malfunction detection using a microphone

Deeper analysis of the sound input of a microphone might be used to reveal more kinds of
malfunctions. Some ideas besides the usage of the Microphone Helper are:

� The computer could recognize malfunctions in the sound output. If the sound card produces
output and a sound cable is plugged in, but no sound output can be heard using the
microphone, then there might be a problem with the external ampli�er or the loudspeakers.
The computer can probably not do much about it, but help the user to �nd the problem.

� Typical annoying noises can maybe be recognized. In the web survey, sound interferences
when receiving a text message on the mobile phone and beeping CRT monitors were men-
tioned as hardware problems. The computer could give hints how to prevent these noises
as a response.

� The computer could notice curses of the user and take this as an indicator that something
is possibly not going well. However, this overlaps much with the work already done by
Schuller [27].

Analyzing the possibilities of such a microphone-based system should also emphasis the privacy
aspects of monitoring the user to such an extent more in detail.
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9 Conclusion

System malfunction recognition and response based on user behavior is a �eld of research that is
still widely unexplored, but promises new perspectives on error handling. This thesis contributes
to the research in two ways: On the one hand, a model and taxonomies for behavior-based
malfunction response were proposed. While this model is not perfect yet, it provides an initial
systematization. One the other hand, the practical projects of this thesis demonstrated that user
behavior can not only be used for malfunction detection in theory, but in real-world scenarios as
well.
A lot of work still has to be done in researching behavior-based malfunction response. Neither

do we know the full potential of it yet, nor do we know about all peculiarities and implications
of such systems. But the �ndings of this thesis suggest that is is indeed worth to look further
into behavior-based malfunction response.
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A.1 Qualitative web-survey

Figure A.1: Page 1 of the web-survey.

Figure A.2: Page 2 of the web-survey.
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Figure A.3: Page 3 of the web-survey.

Figure A.4: Page 4 of the web-survey.

64



A.2 Survey of the Microphone helper

A.2 Survey of the Microphone helper

Figure A.5: The survey for the control group.

Figure A.6: The survey for the users of the Microphone Helper.

65



A SURVEYS

A.3 Survey of the Mouse helper

Figure A.7: The survey of the Mouse Helper study.
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